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SUMMARY THEORY

The concept of the Path-Adaptive Guidance Mode is
described, and illustrated with a simple example. Mo-
tivations for tl_is approach to guidance are shown as
arising out of the requirements of the Saturn space
vehicle and its wide variety of missions. The way in
whi(.h certain scientific dis(.iplines are involved in the
development and application of tt_is guidance mode is
discussed.

INTRODUCTION

The problem of defining a guidance system

may be broken down into three areas. The first

of these is the generation of information about
the instantaneous state of the vehicle at each

point in flight. The second is the g_lidance

mode, which is understood to be the flight theo-

retical concept on which the gqfidance system

bases its steering decisions duri_lg flight.
Finally, there is the control system, which takes

lhe output of the guidance mode and imposes

it upon the vehicle. This paper is concerned

with only the second of these three items, the

guidance mode.

Performance and Guidance

For use in the following discussion it is con-

venient to define two "problem areas." These

are the performance problen_ and the guidance
problem. The performance problem is con-

cerned with selecting the "best" path to follow

in order to accomplish some mission. The best

path is defined as that path which extremizes

some quantity. In the following discussion it

will always be assumed that flight time is to be

minimized, which is equivalent to maximizing

payload in the vehicle systems under study.

The guidance problem involves the instan-
taneous evaluation of the vehicle state and the

generation of a steering program which will

lead to mission accomplishment. Also included

in the guidance problem is the requirement that

the vehi(rle terminate thrusting at. the appro-

priate time. Thus, the _fidance problem is to
evaluate the vehicle's instantaneous state co-

ordinates and from these generate a steering
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CONTROL, GUIDANCE,

program and an estimated time to terminate

thrust. If the solution which is generated by

tile guidance system is identical to tile solution

of the performance problem at. every point, the

guidance mode may be said to be optimum.

Guidance Mode

Many different techniques have been used to

generate guidance modes in the past. Two of

these schemes, which are typical, are the "delta

minimum" scheme and the "velocity-to-be-

gained" scheme. Each of these methods has its

advantages under an appropriate set of cir-

cumstances and is described briefly. The delta
minimum scheme assumes that the state coordi-

nates at any point in time will only be slightly

different from those of some precomputed

standard trajectm T. This precomlauted tra-

jectory is stored on-board the space vehicle. In

flight a comparison is made between the vehicle

state coordinates and the corresponding values

of the precomputed standard trajectory with

the difference in the coordinates being used to

generate an error signal. The gnidance mode

acts to null this error signal. Cutoff is given

when the vehicle pierces an empirically deter-

mined surface in phase space which is computed

by curve fitting an area near the standard cutoff
value,

In the velocity-to-be-gained guidance mode

an instantaneous velocity vector is measured at
each point in flight. A vector is computed

which, if obtained at that instant, would lead
to mission flflfillment. The difference between

these two vectors is used as an error signal for

steering commands and cutoff.

Each of these two guidance modes has been

used in flight vehicles and performed satisfac-

torily. Hmvever, some of the inadequacies of

such simplified approaches may be recognized

from the following discussion of the need for

the adaptive guidance mode.

Need for the Adaptive Guidance Mode

The adaptive gnidance mode is under devel-

opment at the George C. Marshall Space Flight
Center in an effort to overcome some of the

limitations which are encountered in simplified

schemes. The introduction of large, complex,

multi-purpose vehicles such as the Satnnl leads

AND NAVIGATION

to severe requirements on the guidance system.

No longer is it possible to assume that only one

type of mission will be flown. The guidance

wstem must be capable of handling large per-
turhatim_s in the state coordinates such as those

which wou]d be introduced by the failure of

one engine of a cluster of engines. The adap-

tive guidance mode also is independent of the

location of the computations. This flexibility

might be utilized on a lunar mission, for exam-

ple, by computing the steering progTam and

cutoff function on-board during boost flight.

After termination of thrust of the last stage of

boost flight, the location of computation could

be transferred to ground facilities with infor-

mation and command channels linking the ve-

hicle to the ground. For landing on the moon

the loc.ltion of computation might be main-

rained at the earth, transferred back on-board

the vehicle, or possibly transferred to a lunar

base, when one is established.

One of the greatest advantages of the adap-

tive guidance mode is the flexibility which it

extends to the desirer. The same concept may

be used for flights which require very little in

the way of guidance and for flights which are

extremely demanding of the guidance mode.

The adaptive _uidance mode can help the de-

sig'ner to measure the influence of hardware con-

straints on a system. This results from the fa_t

that at each point the theoretical optium so-
lution is known. If an additional constraint is

added, the resulting degradation in system

performance indicates the cost of that con-

straint. Thus, the designer has immediate

control over the degree of optimization of the

guidance scheme and a method of easily per-

forming system optimization studies.

Two Point Boundary Value Problem

The adaptive _fidance mode attacks the

problems de_ribed in the previous section by

an instantaneous solution of the performance

problem at each point in flight. The problem

which is to be solved is a two point boundary

wllue problem in the calculus of variations.
We know the state coordinates of the vehicle at

any time. We also know a functional descrip-
tion of the end conditions which are desired.

Thus, we have conditions which must be met at
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each of the two boundaries of the problem. The

problem then reduces to the selection of that

path which satisfies both end conditions and at

the same time renders flight time a minimum.

In most cases this problem may not be solved in
closed fonn, but rather a numerical solution is

necessary. A numerical approach to the two

point boundary value problem is to assume
values for all of the control variables which are

unknown at one of the boundaries. The equa-

tions are then numerically integTated to obtain

the resulting conditions at the second boundary.

An iteration may be used to select, values at the

first boundary which give the desired results at

the second. Thus, whereas the solution is bas-

ically one of calculus of variations, it is heav-

ily dependent upon numerical analysis and the

exploitation of large computers. Work is in

progress which will hopefully lead to a_ closed

solution to the two point boundary value prob-
lem. However, until such a. closed solution is

available, it will be necessary to continue with

numerical solutions. This technique is not

unreasonable, since an IBM 7090 computer can

give the desired solution t:o a_ typica_l S_tturn

two point trajectory optimization problem in

less than one minute. Although this is _ short

time, it would still be desirable to reduce the

time of the numerical solutions, since many
sueb individual solutions are used in the over-all

solution to the guidance problem. Effort is

being expended in this direction also.

Mission Criteria

In the past it was usually a relatively simple
matter to mathematically express the conditions

desired at cutoff, the end of the propelled phase

of flight. Frequently only one stage was flown

with guidance, with the cutoff point being de-

fined to be a circle, perigee of an ellipse, or in-

jection into a ballistic flight (ellipse) having a

specified range at impact. However, as mis-
sions become more complex, the formulation of
mission criteria becomes more formidable.

Consider, for example, the flight of a vehicle to

impact on the moon. Assume that three stages

are used during boost flight. The shaping of
the first stage will be largely dictated by the

necessity to survive certain atmospheric forces.

The second and third stages, however, are avail-

able for optimum shaping. In order to shape

the second stage in an optimum manner, the

guidance mode nmst look forward to the end

condition of the mission, that is the hmar im-

pact, and shape second stage flight in such a

manner as to give ol)timum performance in

reaching that point. Clearly the introduction

of any other arbitrary intermediate mission

criteria at the burn-out points of the individual

stages can only lead to performance degrada-

tion, since these represent additional, unneces-

sary constraints on the system.

The attainment of a complete analytical solu-

tion to as complex a problem of mission formu-

lation as the one posed on hmar flights will re-

quire a great, deal of research. Extensive work

has been done in celestial mechanics which per-

tains to this problem, but the field is still wide

open for both analytical work and numerical

studies. Numerical methods can be applied

well, since only solutions within certain regions

restricted by practical considerations are

needed. These numerical inethods, taking fulI

advantage of new, advanced eomimting facili-

ties, may consist first of generating families of

trajectories which satisfy the pertinent two

point boundary value probleln in celestial

mechanics. Next, the region of this family that

coincided with the expected cutoff region of the

preceding powered phase would be represented

in some form by numerical curve fitting pro-

eedures. Analytic methods of solution are also

aided by the limited region aspect. Also, an-

alytic methods should provide judgement as to
which coordinates and which functions are best

suited for the numerical procedures.

It. might be pointed out that presently avail-

able procedures appear to be sufficient to pro-

vide the functions required by the adaptive

guidance mode. The main object of such re-

search efforts as just described is to economize

on the time and expense of obtaining results by

present methods, and to minimize the quantity

of computations required of the on-board com-

puter.

Steering Function and Cutoff Function

A system of equations thatr describes a two

dimensional vacuum flight in an inverse square
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gravitational field of a vehicle having constant
thrust and mass flow is :

(1)

extension to three dimensions may be readily
made. In this case two angles are required to

specify the orientation of the vehicle, which

leads to the requirement for steering functions

ill both pitch and yaw.

APPLICATION

F

At any time in flight, To, the state coordinates

Xo, Yo, Xo, Yo, To, (F)o, (_n)o (4)

may be assumed to be l_lown. Application of

the calculus of variations theory leads to the

requirement that

•. ]¢

0----hi cos x--),2 sin x (7)

be satisfied together with equations (1-3) and
the boundary conditions in order that the x

function extremize (T--To). The solution for

the function x(T), evaluated at T= To is

The solution of the given system of equations

will also lead to an expression for the time of

cutoff, 7"I,

7hx0
The right hand sides of equations 8 and 9

are referred to as the steering function and the

cutoff function, respectively. It is the quality
of these two functions which determines the de-

gree to which the performance problem is satis-

fied at each point. The following section on

applications takes up the problem of generat-

ing equations 8 and 9. _mreas the equations

(9,-9) have assumed two dimensional flight, the

Introduction

The adaptive _mlidance mode has been imple-

mented for a variety of missions. That is, the

guidance equations have been developed, and

the actual in-flight behavior of a vehicle operat-

ing under them simulated. These missions have

utilized both two and three stage vehicles for

injection of spacecraft into orbital mission with

and without rendezvous requirements, into re-

entry flights as well as into transits to the moon.

Effort has primarily been directed toward

achieving a good formulation of the mode and

an understanding of the problems of imple-

mentation rather than producing a large

amount of data. Direction of studies on adap-

tive guidance is centered at MSFC. This direc-

tion guides the work of a number of universities

and industrial concerns on problems of applica-

tion and supl)orting research. Research is being

pursued primarily in the fields of calculus of

variations_ celestial mechanics, and the exploita-

tion of large computers.

Assumptions

One of the missions for which the adaptive

guidance mode has been implemented is injec-
tiou of a Block II, Saturn C-1 vehicle into a

150 nautical mile circular orbit independent of

range. Launch was assumed to have taken

place from Cape Canaveral, Florida. Due to

tracking considerations it was specified that the

flight plane of the vehicle, defined at orbital in-

jection, be the plane containing a great circle

passing through the launch site at the time of

vehicle liftoff at, an azimuth angle of 7"2°,

measured east from north. The launch facility

requires the vehicle to liftoff on a 100 ° azimuth.

Thus, it is necessary that a roll maneuver be im-

posed shortly after liftoff to'Sring the flight into

the desired plane at cutoff. The first stage was

constrained to fly one fixed, preprogrammed

tilt angle history which was selected on the
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basis of performance for a flight with all con-

ditions nominal. This constraint was imposed

due to atmospheric forces and separation con-
siderations.

Steering Function and Cutoff Function
Approximation

The success of the adaptive guidance mode

has been demonstrated to depend on the quality

of the steering equation and cutoff equation

shown functionally in equations 8 and 9. The

approach which is being taken at this time is

to generate these functions numerically by

forming approximating polynomials to the true

functions. In the example given, a family of

first stage trajectories was generated which in-
cluded the effect of failure of each of the four

control engines (one at a time) at 40 seconds

of flight time, failure of each of the four control

engines at 90 seconds and perturbations in thrust

taken about the nominal (all engines operating)

case. From each of the first stage end points

generated in this fashion, a set of second stage

trajectories was calculated. This set of trajec-

tories included variations in second stage mass

flow and thrust. All second stage flights were

shaped by a three dimensional calculus of vari-

ations program which assumed vacuum flight

about an oblate earth. Each of these trajec-

tories was required to satisfy the two point

boundary value problem defined by the mission
criteria at injection and the initial conditions at

second stage ignition. In this manner a volume
of trajectories was established which covered

the region of phase space through which flight

of the vehicle might be expected to occur (up

to a given level of probability). Each of the

points on each of these trajectories then repre-

sents a point in space at which the solution to

the performance problem is known. That is,

at that point the values of X and T_ are known

which are optimum for mission satisfaction.

The problem is then to use the known solutions

to obtain an approximate solution over the en-

tire volume. This involves curve fitting a func-

tion of several variables. No general theory is

presently available on this subject. However,

good results are being obtained through the use

of the least-squares technique. The least-

squares technique involves assuming the form

of an approximating polynomial. The method

then is to minimize tim sum of the squares of

the differences between the approximating pol-

ynomial and the tabulated data, points at each

point in the volume.

One method of measuring the accuracy of an

approximating polynomial is the Root Mean

Square (RMS) error. This is defined by the

square root of the stun of the square of the dif-

ferences between the polynomial and the data

points at each point in the volume, divided by

the number of points used. That is,

/_-_ (X'--x')2 (10)

where x_=value of x at the i th point

_,=value of the approximating polyno-
mial evaluated at the i tn point

N=total number of points used.

Three principal problems have been intro-

duced, select ion of the terms in the approximat-

ing polynomial, selection of the data points to

be used in the curve fitting routine, and esti-

mation of the accuracy of a given polynomial.

_rhereas it is recognized that the satisfaction

of the mission criteria together with minimiza-

tion of burning time must be the end goal by

which the accuracy of a given polynomial is

judged, it has been found in practice that the

R.MS error is a good indication. Therefore,

the RMS error was used in this example as the

criterion for judging wliid_ polynomials

should be employed.
Various methods have been tried for select-

ing the points to be used. Again, this work has

mainly been empirical. In this example the

data points were selected by sampling each of

the family of second stage trajectories at 5

second intervals starting at 140 seconds after

]iftoff and continuing to 170 seconds. A

sampling interval of 40 seconds was applied

from 170-610 seconds, after which the interval

was decreased back to 5 seconds. This particu-

lar set of data points (3474 in number) is re-
ferred to as the st_tistieal model. The increased

sampling around the end points was used in

order to increase the quality of the curve fit

in those regions. This is especially desired at
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cutoff, where the mission criteria must be satis-

fied. The ignition and cutoff points of all of

the second stage trajectories lie within the

region of dense coverage by data points. In

most cases it was necessary to extend the tra-

jectoi'ies beyond eaoh of their boundaries in

order to provide a good collect ion of data points

for the sample indicated.

The remaining problem was that of selection

of the approximating polynomial. This was

investigated by assuming a polynomial of the
form

is oriented in the firing direction at liftoff. The

Z"-axis is then defined to comt)lete a right-

hand cartesian system. The orientation of the

vehicle axis is specified in a vehicle fixed carte-

sian system denoted by _,,. The origin of the

vehicle system is assumed to be at its center of

mass with the Y axis passing down the long axis
of the vehicle, positive through the nose. The

X and Z axes are oriented such that they corre-

spond to the X'" and Z" directions, respec-

tively, when the vehicle is on the launch pad.

At any time point the transformation from the

inertial system to the vehicle flked system is

given by

where h, k, p, q, r, s were taken to be a set of

non-negative integers such that h+k+p+q+
r+s<_-3. The limitation to order 3 was arbi-

trary, but sufficient for the accuracy desired.

The term (m), which theory indicates should

be carried, is not included due to hardware con-

siderations. Studies have indicated only a

small decrease in the accuracy of a given

polynomial form as a result of dropping the

(_-) terms. This decrease in accuracy may be

largely compensated for by the addition of a

few more terms to that polynomial.

The cutoff function is generated in much the

same manner as the steering function. Results

are not yet available on the cutoff function for

this particular mission. However, previous

studies have proven the feasibility of genera-
tion of a cutoff function in the indicated man-

ner. A simplification is introduced by expand-

ing the cutoff function only in the neighborhood

(50-100 seconds for example) of expected cut-

off. This does not degenerate the guidance

mode in any way and may allow more accurate

approximating polynomials to be generated.

Results

The Saturn vehMe receives steering com-

mands in a coordinate system, _" which is

initially fixed with its origin at the launch site.

The Y"-axis of the coordinate system is directed

parallel to the direction of gravity at the launch

point, passes through the center of the earth,

and is positive radially outward. The X"-axis

-- w

x_=[x_.], [-x_], [-x,.], x" (12)

if the assumption is made that the vehicle as-

sumes exactly the commanded attitude. The

subscripts on the three rotational matrices indi-
cate the axis about which the transformation

was made. For example,

[x_.],----- cos Xr sin xr (13)

--sin x_- cos xy

Roll is constrained to zero during second

stage flight of Saturn vehicles, leaving two an-

gles to be commanded, ×e and ×r" Tables I
and II contain typical polynomials for the

pitch and yaw steering functions, respectively.
In order to determine the contribution to the

value of x of each of the terms, an evaluation

for the nominal flight was made at. ignition of

the second stage. This is presented in Table

27-III for the pitch steering function. The
contribution of each of the terms varies over

time, dependent on the values of the state varia-

bles at the point of evaluation. IIowever, the
contributions listed in Table 27-III are typical

of those which would be encountered in any of

the cases.

A series of in-flight disturbances were as-
sumed and introduced one at a time to deter-

mine their effect on injection. The two steer-

ing functions indicated in Tables 27-I and 27-II
were assumed to be in effect. Cutoff was as-

sumed to have been given at an inertial velocity

of 7738 meters per second. The resulting in-

jection accuracies are presented in Table 27-IV.
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Greater accuracy, if desired, may be obtained by

using more terms in the two steering functions.

TABLE 27-I.--Typical Pitch Steering Function

Variable Coefficient

A ............................. -- 3.7594.10
X ............................. --2,7100.10 -5

y_ ............................ 6.4708.10 -5
Z ............................. --5.8160- 10 -5

_, ............................. 1.3616- 10 -2
2"............................. -- 1.9121- 10 -2

F/m ........................... 5.1309.10 -1
y2 ............................ 7.1154.10 -1°

Z_Z ........................... -- 1.6515.10 -7

y_ ........................... 3.2295.10 -7
XY2 ........................... --2.5843" 10 -15

Y_ ............................ 8.5879- 10 -15
y$/2 ........................... 5.1123" )0 -n

£_ ............................ 7.9804- 10 -°

yz2 ........................... 1.6455" 10 -1°

X Y(F/m) ...................... -- 5.7500.10 -12

Y_F/m .................... ,- .... 4.3811- 10 -12

Y_(F/m) ...................... 1.0253.10 -9

'2(F/m)_ ....................... 5.9772- 10 -7
X2T_ .......................... 2.8873.10 -xs

XYT_ ......................... 2.7547.10 -'2
)_T_ ......................... -- 1.6542.10 -s

Y_'T_ ......................... 3.9522.10 -l°

YZT_ ......................... 1.1063.10-_

X7 n........................... - 1.3556.10 -o
,_7n ........................... 6.7291.10 -s

$/T _........................... --6.4193.10 -s
T 3............................ 1.1087.10 -6

X_ ........................... -- 3.8524.10 -14

TABLE 27-II.--Typieal Yaw Steering Functio_

Variable Coefficient

A ............................. -- 5.5754
X ............................. 3.8962.10 -4

Y ............................. 3.9333.10 -5

Z ............................. 6.2342.10 -_
J_ ............................. -- 3.4305- 10 -2

$/ ............................ 1.9962.10 -2
2 ............................. -- 3.1977- 10 -2

F]m ........................... 4.9044- 10 -2
T ............................ --3.2566.10 -2

XT ........................... --3.0044.10-_

YT ........................... 3.4679- 10 -s

ZT ............................ --5.2671.10 -_
_'T ........................... 4.3656- 10 -_

_T ........................... -- 1.2815- 10 -5

ZT_ ........................... 5.0010- 10 -4

F/m T_ ........................ -- 1.7348.10 -5

X2F/m ......................... --7.3330- 10 -n

XY(F/m) ...................... -- 1.2626. I0 -n

Y_F/m ......................... -- 1.5006.10 -12
XZ(F/m) ...................... -- 2.8128.10 -1°

YZ(F/m) ...................... -- 2.2184.10 -n

Z2F/m ......................... --2.7001.10 -l°

Variable Coefficient

_2F/m ......................... 1.7726.10 -r

_2F/m ......................... -- 1.8590.10 -s

Z"F/m ......................... --3.4311. I0 -r

X(F/m)2 ....................... 6.0921.10 -s

y(F/m)_ ....................... -- 2,8912.10 -_

Z(F/m)2 ....................... 1.2572.10 -r

._(F/m)2 ....................... --2.8831.10 -6

_(F/m)2 ....................... --2.2669.10 -r

2(F/m)2 ....................... --3.5421.10 -_
X2T_ .......................... 1.9175.10 -11

XYT_ ......................... 5.5497.10 -'2

Y_T_ .......................... 1.5029- l0 -t3

XZT_ ......................... 7.2002- 10 -11

YZT_ ......................... 9.9162.10 -12

Z2T_ .......................... 6.8154.10 -H
_2T_ .......................... --6.5189. I0 -s

_T_ .......................... 9.5681. I0 -_
22T_ .......................... 1.1316.10-'

(F/m)2T ....................... 1.7910.10 -5

(F/m) 7n ....................... -- 1.2290.10 -6

TABLE 27-III.--Evaluation a/ Pitch Steerh_g

Function at Ignition o/ Second Stage for

Standard Flight

Variable Coefficient Contribution to
x_ (deg)

A a ...............

Z ................

Y ................

Z ................

rz ................

F/m ..............
y2 ...............

YZ ...............

XY _..............

Y_ ...............

y£2 ..............

y3 ...............

X22 ..............

XY(F/m) .........

Y2F/m ............
Y_(F/m) .........

Z(Flm) 2..........
X 2T_ .............

XYT_ ............
/(Y T .............

X:_'T .............

YZT .............

X7 n ..............

_(Tn ..............

_T_ ..............

V _ ...............

X 2Y_ .............

--3. 7594.10

--2. 7100.10 -5

6. 4708"10 -5
--5. 8160.10 -5

1.3616.10 -2

--1. 9121.10 -2
5. 1309.10 -_

7.1154.10-'o
--1.6515.10-_

3.2295.10-r

--2. 5843.10 -_

8. 5879'10 -'_

5. 1123.10 -n

7.9804.10-o

1. 6455.10 -_°

--5. 7500' 10 -_

4. 3811" 10 -_2

1. 0253"10 -°
5. 9772'10 -7
2. 8873"10 -n
2. 7547"10 -_2

--1. 6542"10 -s
3. 9522"10 -_°
1.1063.10-_

--1. 3556"10 -°
6. 7291"10 -_

--6. 4193"10 -_
1. 1087"10 -_

--3. 8524"10 -_

--37.595

-- 3.8859
4.4583
2.3827

16. 093
24.089

32.121

3.3778
7.9966

--28.033
--.17591

.02809

4. 9203
13. 175

17. 995

--3.5564
1.3020

10.521

--2.9514

.89057

4.0827

--6. 9773

4.8280

-- 14.406

-- 4.3744

3. 6025

--1. 7074

3. 7429

--.93618
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TABLE 27-IV.--Errors at Cutoff Resulting From Application o/ Guidance Mode

Error source Error at cutoff

_tandard first stage with second stage variations

No Variations ..............................................

+ 1 c! FlOW Rate_/1_ ..........................................

-- 1% Flow Rate ...........................................

+ 1% Thrust ..............................................

-- 1% Thrust ...............................................

+ 500 lb Weight ...........................................

-- 500 lb Weight ............................................

A Altitude
(km)

+0. 16

+0. 28

+0. 06

0. 06

+0. 30

+0. 16

+0. 12

A Theta
(deg)

+ O. 008

+0. 016

--0. 013

--0. 017

+0. 032

+0. 010

+ O. 004

Inclination
(deg)

+. 00059

+.00064

+. 00051

-}-. 00059

+. 00059

+. 00059

+. 00059

Nominal second stage with first stage variations

ttead Wind .................................................

Tail Wind ..................................................

Right Cross Wind ..........................................

Left Cross Wind ...........................................

+ 1 _ Flow Rate .........................................

-- 1% Flow Rate ...........................................

+ 1 ,(7o Thrust ............................................

-- 1% Thrust ..............................................

+ 5000 lb Weight ..........................................

-- 5000 lb Weight ..........................................

#1 Engine Out at 100 see ...................................

#2 Engine Out at 100 see ...................................

#3 Engine Out at 100 sec ....................................

#4 Engine Out at 100 sec ....................................

+0. 22

--0. 04

+0. 14

+0. 16

+0. 12

+0. 24

+0. 12

+0. 24

+0. 22

+0. 12

+0. 12

+0. 20

+0. 10

--0. 12

+0.002

+0. 004

+ _ 006

+ O. 008

--0. 006

+0. 016

+0. 001

+0, 012

+0. 014

--0. 002

+0. 014

+0. 042

+0. 028

- 0. 002

+. 00058

+. 00059

+.00059

+. 00059

+. 00052

+. 00056

+.00063

+. 00059

+. 00060

+. 00057

+. 00060

+. 00056

+. 00058

+. 00060

CONCLUSIONS

The development of the adaptive galidance

mode has been shown as a consequence of the

requirements of advanced space vehicles. The

study and implementation of this guidance
mode involves special knowledge and research

in the disciplines of calculus of variations,
celestial mechanics, and the use of computers.

General knowledge of almost all fields of

mathematics and classical physics is a neces-

sity. Whereas good results are being obtained

at the present time, as exemplified in Table

27-IV, it is expected that even better results and

more economical methods may be obtained

through the introduction of more analytical

techniques and further study.
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28.ASurveyofMidcourseGuidanceandNavigationTechniques
forLunarandInterplanetaryMissions

By John D. McLean

JoIIN D. McLeAn, areospace technician at the NASA Ames Research Center,

i._ chiefly concerned with mMcou,rse guidance of spacecraft and the analysis and

synthesis of autom_ttic control systems for aircraft. Mr..1[cLears, a member o/

the American Astronautical Society, rece/ved his B.A. degree in Physics from

the University of California (Santa Barbara) in 1950, and his M.S. degree in

Electrical Engineering fro_ Stanford Unh'ers#y in 1958.

INTRODUCTION

This paper is concerned with problems in-

volved in navigation during the midcourse por-

tion of a space mission. Briefly, this phase of

the mission is defined as that portion of tho

trajectory during which the vehicle is in transit

between celestial bodies and is not being acted

on by large propulsive or aerodynamic forces.

The purpose of the phase immediately pre-

ceding the mideourse is to inject the vehicle

along a trajectory which will reach the desired

destination. It is only because this injection

cannot be accomplished exactly that any mid-

course guidance is necessary. An example of

the need for, and use of, midcourse guidance

occurred recently in the case of Mariner II. It

was desired to inject the vehicle on a trajectory

which would pass within 9,000 miles of the

planet Venus, but the small errors inherent in

the injection guidance system resulted in a

trajectory which would have missed by more

than 200,000 miles. A midcourse velocity cor-

rection was made subsequently in order to re-

duce the miss to an acceptable value.

MIDCOURSE NAVIGATION

The operations necessary for the modification

of the trajectory are accomplished in three

steps. First, data from which the vehicle's
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position and velocity can be determined must be
collected. Second, since the instruments used

to collect the data are subject to inaccuracies, it

is necessary to use redundant data and statisti-

cal processing for a satisfactory estimate of the

trajectory. Finally, a velocity correction must
be made which will reduce the miss at some

selected target point to an acceptable value.
The data collection could be accomplished by

either ground-based tracking stations or by in-
struments aboard the vehicle. Ground-based

radar tracking has been used quite effectively

for determining the orbits of near-earth satel-

lites and the trajectories of deep space probes.
These data consist of various combinations of

line-of-sight angles, range, and range rate. On-
board instruments, however, would most likely

make optical determinations of the position of

the moon, earth, or other planets with respect to

the star background.
The method used depends on the mission.

Because of payload limitations, unmanned mis-
sions have been limited to ground-based track-

ing as the means of collecting data. However,

an unmanned interplanetary mission (ref. 1)

using an automatic on-board optical system has

been proposed and appears to be feasible. For
the manned mission the on-board system be-

comes attractive for two reasons. First, the

optical navigation instruments can be operated
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by tile astronaut and thereby can be simplified

to provide greater reliability than that of an
automatic system. Second, since ground-based

data certainly would not be ignored, the redun-

dancy provided by the on-board system greatly

enhances the safety of the mission.

The use of optical instruments aboard the

vehicle is very similar to the problem of navi-

gating a ship or airplane as sho_m in fi_mlre

28-1. In this case, we have an estimate of posi-

NEWEST'/
OF POSffION\ "_" /

: :: /"_-_/--'_---_._ '\ I DEAD RECKONED

( - _\'_/SITION ESTIMATE AT TI

•/LINE OF POSITION FRgM I\ \ DEAD RECKONED

:_(SH"i'iI_G"'_'_ _._i COURSE LINE

_\ oF ASTAR _-_:'-_\

IOIGUHE 28-1.--Position estimation oll earth.

tion at time T, on a dead-reackoned course. At

this time, a sextant sighting of a star is made

and a line of position is drawn through all

points h'om which such a sighting could have
been made. This line then traces a circle on the

surface of the earth. The point on this line of

position nearest the dead-reckoned position is

the new best estimate of position. It is inter-

esting to note that if two different stars could

be sighted sinmltaneously and precisely, the

intersection of the two resulting position circles

would be the exact position.

CONE OF POSITION

ESTIMATED
TRAJECTORY

IMPROVED
ESTIMATE

OF POSITION

AT TI

ESTIMATED
POSITION

ATV,

FIGI_RE 2_-2.--Posltion estimation in space.

Figmre '28-2 shows the extension of this proc-

ess to space navigation. In this case the dead-

reckoned course is replaced by the estimated

trajectory and a similar estimate of position

along the trajectol T at a specific time. If now

a sextant sighting is made between a star and

the center of the ealxh, and a surface is passed

through all possible positions from which the

resulting angle could have been measured, a

cone is obtained with its apex at the center of

the earth. The point on this cone nearest the

present estimated position becomes the im-

proved estinmte of position. In this case, the

position could be determined exactly (assum-

ing perfect instruments) by simultaneous sight-

ings of three stars and the center of the earth.

Note that for either ground-based or on-board

measurements it is impractical to measure the

velocity vector directly; it must be computed

from successive position measurements.

Since errors exist in the data collected, it is

necessary to process relatively large amounts of

data statistically in order to achieve the desired

accuracy. One method which has been devel-

oped for combinil_g these data (refs. 2, 3, 4) is

illustrated in block diagram form in figure

28-3 as follows : Angles between celestial bodies

and stars are obsela-ed with on-board optical

instruments and the raw data are transmitted

to the earth computation center to be processed

,'along with gronnd tracking data.

-- ESTIMATED
POSITION

OBSERVATION AND VELOCITY

DATA, WEIGHTING I --
! MATRIX ! _ :

| OPTICAL I_ ,-=-,_ .--:xlI FOUR-BODY I

lJNSTRUMENTS_hi.<X}--_K l--'(._>__

EART !_

_MPUTAT ON
_ CENTER ......

lVZOImE 28-3.--Trajectory estin_qtion process.

Initially the best estimate of the trajectory

is that one into which it was desired to inject

the vehicle. This trajectory is calculated by

integrating the vehicle's equations of motion
from the _t of desired initial conditions. At
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the time an observation is made the geometz T

equations are used to compute what the magni-

tudes of the observed quantities would be if the

vehicle were on the estimated trajectory. Tile
differences between the actual observations and

those computed are then multiplied by a_

weighting matrix, K, to give an increment to be

added to the estimated position and velocity.

The process is then repeated at intervals along
the entire trajectory. The matrix, K, is a func-

tion of the estimated position and velocity and
of the errors in observation. The mathemat-

ical procedures, given in the references, for cal-

culating this matrix also provide an estimate

of the uncertainties in the knowledge of the

trajectory. The estimation procedure essen-

tially provides a six-dimensional equivalent of

the minimum mean square error.

The physical interpretation of the process,

which is basically the same' for manned and un-

manned vehicles on either lunar or interplane-

tary missions, is illustrated in fi_lre 28--4. IIere

ESTIMATED ACTUAL
TRAJECTORY TRAJECTORY

ACTUAL

POSITION
AT

,POSITION
ESTIMATED

AT

_PI(]URE 28-4.--Estimation process---trajectory_uncer-

tainty.

the situation at and shortly following injection

into the transit trajectory is depicted. Since

injection cannot be perfect, there is an area of

uncertainty, as indicated by the small ellipse,

representing the location at injection of all pos-

sible trajectories. Actually, a rolume of un-

certainty exists in the form of an ellipsoid
which is reduced to two dimensions for ease of

illustration. The size of this ellipse is a func-

tion of injection accuracy. After a period of

time, this area will grow as indicated by the

cone and, at time T,, the uncertainty is repre-

sented by the large ellipse. The actual trajec--

tory is also shown in the figure along with the

actual and estimated positions at T,. At this

time a sextant sighting of the earth is made.

The cone of position due to this observation is

indicated in figure _-5, and because of errors

in measurement, this cone has a thickness as-
sociated with it as indicated.

ACTUAL

_( , POSITION

......... ESTIMATED

AT TI
-- _'S'_ ACTUAL

TRAJECTORY TRAJECTORY

FZGURE 28-5.--Estimation process---measurement un-

certainty.

If the two areas of uncertainty, one from

the trajectory and one from the cone, are com-

bined statisticaIIy, a new ellipse of uncertainty

is obtained as shown in figure 28-6. The oper-

ations using the weighting matrix mentioned

previously place the new best estimate of posi-

t.ion at the center of this ellipse. There is a

corresponding best. estimate of velocity which,

when c(_mbined with the position estimate, gives

the new estimated trajectory. Of course, obser-

vations must be made of the moon or other ap-

propriate bodies, in addition to the earth, each

with respect to two or more stars so that the

area of uncertainty may be reduced in all direc-
tions.

IM PROVED
TRAJECTORY
ESTIMATE

ACTUAL

POSITION

POSIT1 ESTIMATED

,POSITION
ESTIMATED

AFT l
_---_ESTIMAT E D ACTUAL

.....TRAJECTORY TRAJECTORY

FI(¢UE 28-6.--Estimation process---combined uncer-

tainty.
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The data processing has been explained for
on-board measurements. Ground-based track-

ing data also would normally be available and
it would be desirable to make use of it. One

conceivable way of combining data from the

two sources would be to relay the on-board in-

formation to the ground to be processed along
with that from the earth-_flxed stations. The re-

sulting estimated position and velocity would

then be communicated to the spaceship to be
used as the best estimate. Tile mathematical

details of this process are being studied at

Ames. This dual computation procedure has

advantages, for, in ease of a eommunicatlons

failure, the on-board computations would pro-

vide a good estimate of the vehMe's trajectory.

For unmanned vehicles, all the data processing

is currently done on earth because of the com-

plexity and weight of automatic on-board

equipment, but, in theory at least, either method

could be u_d. For interplanetary flight, par-

tieularly near a distant planet, more dependence
on vehicle-based measurements will be necessary

if a close approach, orbiting or landing, is to
be successful.

I-Iaving used this estimation process to com-
pute the vebiele's trajectory, we must now de-

termine what velocity change is required so that

the resulting modified trajectory will pass

through the desired end point. Two methods

of calculating this correction will be discussed.

As noted previously, the reference _rajec-

tory., illustrated for tile outbound leg of a lunar

mission on figalre 28-7, is that trajectory into

which it was originally desired to inject the

vehicle. The actual trajeetory is somewhat dif-

ACTUAL
TRAJECTORY

\

\

c

POINT

F_OURF. 28-7.--Oalculation of velocity correction.

ferent from the reference due to injection errors

and would miss the desired terminal point if no
corrective action were taken. It is desired to

make a velocity correction at point C to reduce
the error at 'the terminal point to zero. One

approach would be to integrate tile actual tra-

jectory ahead to its nearest approach to the

terminal point and determine the miss. Com-

putations would also be made to determine the

change in this miss as a result of changing the

velocity at point C. The computed velocity
correction could then be added to the estimated

velocity and the process repeated until an ac-

ceptable miss was obtained. The resulting cor-

rective velocity, thus computed_ would then be

applied to the vehicle. Such an iteration pro-

cess gives a very accurate corrective velocity but
it also requires a large computing capability.

Therefore, this procedure is best suited to un-
manned vehicles where the computing is done

on the ground.

Another method, which has been used at Ames

because of its suitMfility to on-board comput-

ers, takes advantage of the reference trajectory.

This trajectory is computed in advance on the

ground and its use depends upon the ability to

inject the vehicle into a trajectory which does

not differ markedly from _he reference. If such
is ttle case the transition matrices between

points along the trajectory where velocity cor-
rections are to be made and the terminal point

can be precalculated. These matrices are com-

posed of partial derivatives of position and

velocity at the terminal point with respect to

position and velocity at earlier points on the

trajectory. This process is analogous to find-

ing the transfer functions of aircraft, by con-

sidering small perturbations around trim con-
ditions. The matrices can either be stored for

various times along the trajectory or the matrix

relating injection 'to the terminal point can be

updated as the mission proceeds. It has been

found that this method of _fidance is quite

accurate for rather large deviations from the

reference trajectory.

The problem of when and what observations

should be made, and when to make the velocity

corrections, remains to be discussed. One

schedule of observations and velocity correc-

tions tried in the Ames studies for a eircum-
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lunar flight is shown in figmre 28--8 along with
the assumptions on accuracy and the end re-
suits. This particular flight uses 45 observa-
tions and 3 velocity corrections on the outbound

leg and 85 observations and 2 velocity correc-
tions on the return leg. The observation se-
quence prior to the first velocity correction is
shown in detail. S_milar sequences were fol-

lowed preceding each subsequent correction.
This schedule is such that the crew can reason-

ably be expected to make the observations in a
satisfactory manner. The resulting flight
requires a relatively small total velocity correc-

tion and meets the mission accuracy require-
ments both at the moon and at the earth on
return. Minor alterations of this schedule are

permissible and will not significantly change the
over-all results.

Basic sighting accuracy, RMS--10 see of ARC ; total

velocity correction, RMS--15 M/sac; error in peri-
lune altitude, RMS--3.9 kin; error in perigee alti-
tude, RMS--1.4 kin.

ant position and has a satisfactory perigee
similar to the one shown in figure "28-9. This

trajectory can be selected so that the fuel avail-
able on board is used in the optimum fashion
to minimize the retm'n time. The abort indi-

cated in the figure is initiated about 11/2 days
following launch and the return shown takes
another 1.7 (lays, even though the abort maneu-
ver used all of the fuel that was originally al-

lotted for a lunar landing and takeoff.

|
CITY CORRECTIONS i

ISERVATIONS OF MOON _=

F_ouaz 28--8.--Lunar trajectory observation schedule.

ABORT

During the midcourse phase of a manned
mission_ occurrences, such as solar flares or par-
tial failures of the life support system, may

require that the mission be aborted. The type
of abort will depend on the equipment still
available aboard the vehicle. If all of its nav-

igation equipment is still in operation, the
vehicle can navigate during the abort return
in the same fashion as in midcourse. If, on
the other hand, the primary on-board naviga-
tion system has failed, some simpler navigation
method will be required to successfully return
to earth. In either case, however, the vehicle
must still be able to control its attitude and to

fire the rocket engines as required.

No matter where the abort occurs, the prob-
lem at the time of the abort is to determine a

new trajectory which passes through the pres-

FiauaE 28--9.--Typi(.al abort trajectory.

Merrick and Callas at Ames have shown it

to be feasible to reduce the calculation of the

abort velocity for minimum time return to a

simple graphical operation. This procedure is

illustrated in figure 28-10. The necessary
radial and normal velocities for return to the

proper perigee height are plotted as solid lines

for various ranges. The further the velocity

increment vector extends to the left along the

return velocity curve the shorter will be the

return flight time. The return velocity curves

FmVRE 28-10.-4_raph for abort computation.

351



courRot, _UIOANCe,

are terminated at the point of minimum incre-

mental velocity. They could be extended to

the right until escape velocity is reached, but

this region of the curves would represent an
increased return time: The velocity associated

with the reference trajectolT is plotted as a

dashed curve. The vector joining the corre-

sponding ranges between the solid and dashed

lines is the required velocity increment vector.

The velocity corrections calculated in this man-

ner will simply return the vehicle on a trajec-

tory from which a safe entry can be made with-

out regard to the landing site. It is hoped that
a similar method can be developed to return the

vehicle to a predetermined site if the emergency
condition allows.

Since the initial abort maneuver cannot be

made perfectly, further corrections will be re-

quired. If we a_ume that the vehicle has had

no equipment malfunctions, these corrections

would be computed by means of the midcourse

guidance technique. These corrections will re-

quire less than 10 percent of the fuel used for
the initial abort maneuver.

If the vehicle has had failures of the naviga-

tion equipment, such as the computer, the sex-
tant, or the inertial platform, the crew must

resort to one of two emergency modes of navi-

gation. If communication with earth is still

available, ground-based tracking and computa-
tional facilities can be used. Under these cir-

cumstances, ground facilities will perform the

entire navigation computation and simply in-

struct the crew when to make a velocity correc-

tion, how large it should be, and in what direc-

tion. If communication with earth is also lost,

the crew may have available an emergency

AND NAVIGATION

navigation procedure which makes use of rudi-

mentary equipment and greatly simplified com-

putations. The equipment might consist of only

a camera to photograph the earth and moon

against the star background, a scale for meas-

uring distances on the photograph, and charts
and tables. A slide rule or small desk calculator

might also be provided so that computations

could be made manually. Early research by

Dewey Havill at Ames on a back-up navigation

method of this kind has shown promise but
much remains to be done to demonstrate its

feasibility.
CONCLUSION

A brief su_,ey has been given of techniques

being used or being considered for use during
the midcourse portion of space missions. The

examples presented are for a primary _idance

system and emergency methods which might
be used for a manned lunar mission. The tech-

niques are reasonably simple, allow the crew

flexibility in the operational sequence, and

would allow the use of ground data, if avail-
able. Although much work remains to be done

on the guidance details for a manned hmar ve-

hicle, enough results have been accumulated to

indicate that the remaining problems are not
insurmountable. A brief consideration of

manned interplanetary flights indicates a mid-

course guidance problem which is similar to

that of the lunar mission. It also appears that

the guidance will be considerably more difficult

than for the hmar mission, particularly with

respect to emergency procedures. It is reason-

able to expect, however, that experience with

the lunar mission will point the way to the
solution of these problems.
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SUMMARY

A review is given of the various guidance problems

and te(.hniques that are involved in space rendezvous.

Along with general studies, specific attention is drawn

to the l)roblem._ pertinent to both earth-orbit and lunar-

orbit rendezvous.

Navigation aspects of rendezvous that wolfld Ire in-

volved, for example, in a manned lunar-landing mission

are considered, especially with respect to the establish-

ment of hmar orbits and the constraints that Slreciflc

landing sites have on rendezvous possibility and on

possible return traje(.tories. Because of the close asso-

ciation with rendezvous-type operations, some of the

guidance problems of lunar letdown and of perturba-

tion effects on lunar orbits are also considered.

INTRODUCTION

Rendezvous in space, involving, for example,

the ascent of one space vehicle so as to meet with

another vehicle already in orbit, has been of

widespread interest recently, both scientifically
and publicly. Uses envisioned for rendezvous

are many, and in fact, several of our nation's

mqjor space missions now under development in-

volve rendezvous as a central ingredient.

Much work has been published on rendezvous.

Reference 1 contains a long list of published

material for reference purpo_s, and in itself
is a broad review of certain basic areas of work

that has been done to advance the fundamental

understanding of the problems of rendezvous.

This reference deals mainly with the aspects of

launch and ascent schemes, launch windows,

terminal guidance, and braking, and indicates

some of the main benefits to be gained by use of

rendezvous. The purpose of the present paper

is to touch broadly on the guidance and naviga-

tion aspects of the space-rendezvous problems.

The presentation and results will be given in
terms of the hmar-orbit rendezvous scheme for

performing a manned lunar-landing mission

because this scheme is of high interest and illus-

trates problem areas quite well. In this con-

nection it should be kept in mind that the prob-

lem of going to and landing on the moon is a

rendezvous problem of the first order in itself.

To set the stage, the first, part of the paper

quickly reviews the main aspects that are in-

volved in executing rendezvous from and about

a single celestial body. The main part of the

paper then deals with the navigation problem

of rendezvous when two major celestial bodies
are involved. Items considered include such

things as launch constraints, coasting-orbit de-

lays, midcourse corrections, conditions neces-

sary to establish lunar orbit, stay times on the

lunar surface as affected by rendezvous and re-

turn considerations, and perturbation effects on

a mother ship in orbit around the moon await-

ing die return of a hlnar excursion vehicle.

The paper concludes with a brief description
of some of the simulators and facilities that are
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to be involved in continuing studies of rendez-

vous guidance problems.

REVIEW OF THE MAIN PHASES OF THE BASIC

RENDEZVOUS PROBLEM

To set the stage for later discussion in this

paper, a quick review is first given of the funda-

mental steps that are involved in executing a

rendezvous from, say, the surface of the earth

to an orbiting station. Three main phases are

involved: ascent, terminal guidance, and dock-

ing.

The ascent phase may be accomplished by

either of two basic ascent techniques: direct

ascent or the use of intermediate orbits, as illus-

trated in figures 99-1 and '29-2. In the in-phme

direct-ascent scheme shown on the left in figure

29-1, the orbit of the target vehicle is chosen

COMP,_TIBLE GENERAL ._

-- LAUNCH WINDOWS; 5 MINUTE S OR LESS

FlolraE 29--1.--Direct ascent.

and maintained by station keeping so that the

target passes over the launch site at least once

every day; it is during one of these passages

that the ferry may be launched for rendez-

vous-in effect a launch in the orbital plane of

the target. On the right of the figure the gen-

eral direct-ascent scheme is depicted. The ferry

is launched when the launch site is close to the

orbital plane of the target, executes a dogleg or

plane-change type of maneuver, and makes con-

tact with the target either on the outgoing leg

of the trajectory or on the retulal leg. Studies
have indicated that the time interval or launch

window available for launching and producing

a rendezvous by these direct-ascent methods is

something on the order of 3 minutes or lea% for

launch vehicles of present-day capabilities.

To increase the interval of time available for

launch so as to be able to absorb holddowns, the

intermediate-orbit schemes of figure 29-2 may

be used. As seen in the lower left of this figure,

if the target orbit has an inclination just slightly

greater than that of the launch-site latitude,
then the launch site will be close to the target's

orbital plane for as long as 3 to 4 hours. The

ferry may thus be launched into the orbital

plane of the target, without excessive fuel

penalty, any time it is ready during this 3- to

4-hour period, irrespective of where the target

is. Instead of going into fuI] target orbit, how-

ever, the ferry is put into either the chasing

orbit shown at upper left or the parking orbit

shown at upper right in figure 29-°-,. Because

of the shorter time periods of the chasing or

parking orbits, angular deficiencies bet ween the

target and ferry are then made up. Next, the

fert T is put into coincidence with the target by

means of an impulsive-type correction for the

chasing-orbit case or an orbital transfer for the

parking-orbit case. It should be noted that

the main expense in these schemes is thne only

(and possibly engine restarts) ; fuel consump-

tion is very efficient.

CHASING

3-4 HOURS-x_ ,., PARKING

_ LAUNCH

LATITUDE

_" LAUNCH WINDOWS:

UP TO 4 HR

FIOURE 29--2.--Intermediate orbits.

For the terminal phase, the phase beginning

when the ferry is about 100 miles or less from

the target and wlmrein the ferry may be guided,

or "driven," up to the target, two basic schemes

are available (fig. o_,9-3). In the proportional-

navigation scheme the intent is to null the an-

gular motion of the line of sight so that the

approach to the target is essentially a one-
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I, PROPORTIONAL NAVIGATION

II. ORBITAL MECHANICS

Y

X

FIGURE 29---3.--Basle terminal-phase schemes.

dimensional motion, and braking (or accelerat-

ing) to a soft. contact is accordingly then used.

In the orbital-mechanics scheme readings are

taken to see whether the coasting paths being

followed will lead to interception, and if not,

propulsion efforts are applied so as to achieve

coasting orbits according to the laws of orbital

mechanics which do result in rendezvous. (In

this _henm a final velocity correction must, of

course, be applied just before contact to make

AND NAVIGATION

speed and direction coincident.) These termi-

nal-phase schemes have been investigated thor-

oughly, analytically and by means of simula-

tors_ for both piloted and automatic systems and

for on-off and continuous types of thrusting.

The results indicate that the terminal-phase

control may be accomplished efficiently by

either manual or automatic means, and it is be-

lieved that man will demonstrate by far the

best performance in executing the actual dock-

ing maneuver.

Figures 29-4 illustrates the nature of studies

made to determine terminal-phase capabilities
of man with a minimum of instrumentation.

Using visual cues, the pilot first adjusts his

altitude and fires his rockets so that his target

becomes motionless with respect to the star

background, thereby insuring a collision course.

Ire then simple uses range (R) and range-rate

(R) instruments_to go into a braking (or thrust-

ing) sequence to complete the rendezvous.

Studies using a simulator shown substantially

in Figure '29_ indicate that this scheme works

most effectively.

PLANETARIUM

MIRROR

STAR PROJECTOR
-FLASHING LIGHT

FIGURE 29_t.--Visual terminal-phase simulation.
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Figure 29-5 shows the nature of some of the

problems and the scope of the present coverage.

With respect to the three fundamental aspects

of the genera] navigation problems-- (1) where

plane of the vehicle trajectory to tile moon.

With reference to figure 29-6, the orientation of

the final coasting orbit relative to the earth-

moon plane is determined by the launch azi-

ORBITAL CONSTRAINTS

SITE LOCATION
STAY TIME FOR RENDEZVOUS
STAY TIME FOR RETURN

SPHERE OF INFLUENCE_R___/)_

RETURN AND RE_'NTRY ...../_,_"_'"_

CONSTRAINT L .I_ .i/

x / f t /IMIDCOURSE CORRECTIONS

INJECTION CONSTRAINTS

""-"_';:" RANGE SAFETY AND TRACKING
INJECTION VELOCITY, ALTITUDE, AND

FUGHT- PATH ANGLE
DELAYS IN ORBIT

FIG1J'RE 29-5.--Guidance and navigational
considerations.

are you, (2) where are you going, and (3) what

corrective maneuvers do you make to make

yourself go where you want to--most emphasis

is given to the second and third items. In-
cluded in the considerations are such items as:

condit ions that affect launch-site location, range

safety, and injection parameters required to

reach the moon ; penalties associated with delays

in coasting orbits; the use of different mid-
course correction techniques; the establishment

of a lunar orbit ; the influence of site location on

stay time for rendezvous and return-trajectory

capability; the perturbation effects on the

mother ship remaining in lunar orbit ; and the

use and advantages of equal-period lunar let-

down orbits for the lunar ferry.

Launch Constraints

Some of the factors which must be considered

in designing a lunar mission are examined now

in a little detail. As was mentioned previously,

it is well to remember that reaching the moon

is itself basically a rendezvous problem. From

figure 29-2 it was noted that the use of a park-

ing orbit increases the available launch window.

The following discussion, based on the work of

Tolson in reference 3, therefore assumes that

both a parking orbit and a coasting orbit around
the earth will be features of the lunar mission.

These orbits should, of course, be in the desired

FrrmRE 29-6.--Launch constraints. V/V_=0.995.

ninth fl, the latitude of the launch point X, and

the position of the moon ¢'m relative to the as-

cending node.
For illustrative purposes it is assumed that

launch will be from Cape Canaveral, which is

located at about 9,8.5 ° North latitude, and that

the coasting-orbit altitude is to be 300 statute
miles. The launch azimuth is between 40 ° and

115 ° as specified by Atlantic Missile Range

safety requirements. The first question of in-
terest is related to the geometric relationship,

or the position of the launch and injection

points relative to the position of the moon.

This again depends on a number of factors, in-

eluding injection velocity, injection inclination

angle, and so on. If an injection velocity of

0.995 local parabolic velocity is assumed, then

the quantity ,I%-2,/, involving the geometric
angular travel q,_ from launch to injection and

the flight-path injection angle ,/, is related to

lunar positions @m as shown in figure 9`9-6, in

which the parameter fl is the launch azimuth

angle. As shown for a given launch azimuth,

the moon can be reached at any particular posi-

tion 4,m by use of either a long coast (arc of

about 300 °) or a short coast (arc of about 120°).

The two coasting ares result in different inclina-

tions of the trajectory plane relative to the

earth-moon plane. Although not shown here,

the angle between the planes can be kept rea-
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sonably small (less than 20 ° throughout the

month) by utilizing a long coast when the moon

is descending (tin near 180 °) and using a short

coast when the moon is ascending (_m near 0 °

or 360 °).

The required angular positions of tile launch

point can be determined as a function of the

total vehicle angular travel, launch-point lati-

tude, and lunar position, and this is also shown

in figure 29-6. As an example of the use of

figure g9-6 to obtain approximate initial con-

ditions, consider a launch trajectory' with a

burning arc. of 20 °, a coasting arc of 50 °, and

an injection angle of 15 ° . For this system,

,I,,-'2_,=90+ 50- 2 × 15=40 °

If the vehicle is to approach the moon at maxi-

mum negative declination (4,,,=270 °) the re-
quired launch-point location is about ¢L=60 °.

It appears, then, that if the launch system is

designed so that the coasting-arc length and

the launch azimuth can be varied throughout

the day, considerable freedom is allowed ill

choosing the daily launch time also.

Delays in Coasting Orbits

In designing the initial space orientation of

the coasting orbit, allowance must be made for

orbit precession during stay in orbit, vehicle

checkout, preparation for injection toward the

moon, and so forth. For nominal conditions of

coasting-orbit establishment and anticipated

delays, a predetermined time can be established

for injection into the lunar trajectory. This

predetermined time will be so chosen that the

injection velocity is applied in the plane of the

parking orbit and the vehi.cle will arrive at the

desired position relative to the moon in a speci-

fied transit time. The question arises as to what

penalties exist in the event of off-nominal sit-

uations when unexpected delays occur. It is

clear that the precession of the parking-orbit

plane will require modification of the lunar-

trajectory injection conditions. This problem

has been studied by Wells in reference 4, and a

summary of the pertinent results is shown in

figure 29-7.

It is assumed that the inclination of the park-

ing orbit is 30 ° and that the orbit altitude is
about 315 statute miles. Because of the oblate-

56(Z _ ......

a2M ,
DEG t8C

AV,2, 40C

FPS 1,60C

80C

0 20 40 60
,_,,DEG

I_OURE 29-7.--Make-up for orbital delay. _M----25 °. '

hess of the earth, the coasting orbit will precess
around the equatorial plane at u constant rate.

The equator and the e,'trth-moon plane are in-
clined at an angle _, relative to each other;

therefore, tim node defined by the intersection

of the coasting orbit and the earth-moon plane

experiences a regression along the earth-moon

plane at a rate which is not constant. The

value of _= as a function of 4, is shown in figure

99-7 for an angle of &_=95 ° between the earth-

moon and equatorial planes.

Any time spent in the coasting orbit beyond

the nominal time will require that _t change be

made in the trajectory. This could be either a

trajectory-plane change or an increase in injec-

tion velocity to decrease the flight time

necessary.
The cost of each of these methods in terms of

characteristic velocity /kV is shown in figure

99-7 for various injection-delay times; the fig-

ure applies for _ of "25° and a 60-hour nominal

transit time. Plane changes were assumed to

be initiated at about 60,000 miles from the cen-
ter of the earth. The solid and dasimd curves

indicate negative and positive lunar declina-

tions, respectively. The results for the scheme

employing a decrease in flight time are given

in the figure for a 19-hour delay period only,

since other delays give similar trends. The

plane-change technique appears to result in a

considerably lower velocity increment, espe-

cially for small values of ¢.

If delay times of several days are considered,

other interesting results are brought into _w.

358



GUIDANCE AND NAVIGATION ASPECTS OF SPACE RENDEZVOUS

DELAY TIME IN EARTH RENDEZVOUS
ORBIT,DAYS

12

FPS

40 BO 120 160 200 240 '280 320 360

(Q.M)O, DEG

I_GWaE 29-8.--Summary of 1968 launch windows.
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FIOURE 29-9.--Accuracy and corrective velocity for

various guidance methods.

Figure 99-8, which is based oil the plane-change

technique, gives the delay time in days avail-

able for a given velocity increment_ for each

nominal position of the moon. A striking fea-

ture of these curves is that at a given _ there

are two delay times available for a specified

AV. Also, there are available combinations of

delay times and nu which require no additional

velocity increments. Further, with fl_r=985 °

delay times up to about 3 days can be accepted

with only a relatively small additional velocity
increment.

Efficiency of Various Midcourse Correction

Techniques

The next guidance phase of interest involves

midcourse corrections on the way to the moon.
Although midcourse correction maneuvers are

the specific subject, of another paper in this com-

pilation, it seems appropriate to give brief

mention to the subject here. Actually much

study has been made of midcourse guidance, and
notable references exist ; individuals who have

contributed substantiall 5} to the problem in-

clude Battin, Schmidt, and Friedlander.

The brief results given here apply to differen_

schemes for making midcourse corrections on a

return trajectory from the moon to the earth

so as to control perigee altitude of reentry, but

similar results may be expected to apply on the

earth-moon transfer phase. Figure 29-9 shows

results obtained by White (ref. 5) for three

methods of control: corrections applied at

scheduled points, with and without a perigee

deadband, and corrections applied when the

predicted perigee points fell outside the dead-

band. (Random errors were assumed in the

measurement of velocity and flight-path angle

and in obtaining the desired thrust impulse.)

For the results shown in fi_mre 29-9, the initial

position of the vehicle was 160 ° from perigee,

and the standard deviations were 1.3 percent for

the corrective velocity, r/10,000 feet per second

for velocity, and 0.125r/10,000 degrees for

flight-path angle (where r is distance in miles

from center of earth to the approach vehicle).

The results indicate that the method of apply-

ing corrective control when the predicted peri-

gee reached the border of the deadband was

slightly less costly than applying control at

scheduled points. However, better perigee-

altitude control was achieved when the dead-
band was omitted and corrections were made

at prescheduled points.

Lunar-Orbit Establishment

Current studies of manned lunar missions in-

clude the establishment of a lunar orbit. For
the most efficient establishment of a circular

lunar orbit, the lunar-orbit plane must coincide

with the selenocentric hyperbola and the orbit

must be established at the periselenian point on

the hyperbola. Under these conditions the geo-

metric characteristics (inclination, nodal posi-

tion, and altitude) of the lunar orbit are the

same as the selenocentric hyperbola from which

the orbit is established. Some studies by R. H.
Tolson have examined this situation to define

the range of orbits that may be established on

this basis. The results of these studies indicate

359



CONTROL, GUIDANCE, AND NAVIGATION

that lunar orbits with a wide variety of geo-
metric characteristics can be established from

transfer trajectories for which all the initial

earth injection conditions are identical except

two, the position of the nodal line of the traj-

ectory and earth-moon planes, and the angular

position from this nodal line to the point of

injection. It was found that under these con-
ditions all the lunar orbits that could be

established tended to have orbital planes with a

common line of intersection, and that to a good

first approximation this line of intersection de-

fines an entry point on the sphere of influence

which would lead to normal lunar impacts.

The locations of these entry points are given in

figure 99-10 for various inclinations of the

lunar transfer trajectory and various injection-

LUNAR SPHERE OF INFLUENCE,/ _

(RADIUS =55,780 MILES)---'(. "!1

MOON'S

MOTION" _ %_t/EA'R_ H

LATITUDE, TRANSFER TRAJECTORY

'_, DEG INCLINATION, DEG
IO

60 40 20 0
LONGITUDE, _, DEG

FIGUI{E 29-10.--Location of entry points on lunar

sphere of influence.

velocity ratios. A good approximate expres-

sion tying together uniquely the inclination and

nodal position of the lunar orbit in terms of

these entry points is shown in figure 29-11,

which also shows specific results for the follow-

ing injection conditions; velocity equal to

0.995 parabolic velocity, flight-path angle of

zero, trajectory-plane inclination relative to

earth-moon plane of 30 ° , injection-point radius

of 4,259 miles, and lunar-orbit radius of 1,180

miles. It is to be noted from this figure that a

substantial range in lunar-orbit inclination is

available, down to as low as 4% without any

plane-change maneuver being required. As

mentioned, the actual value of the inclination

depends on the point of injection from earth

N

MSO (%'NS_;ATROT H

180 ........

120

i, DEG

60

120 240 560
.t'/.,DEG

FIGURE 29-ll.--Lunar-orbit establishment.

orbit; of significance is the fact that once the

inclination is chosen, the nodal position also
becomes fixed.

Lunar Landing Sites and Stay Times

When the relationships between the lunar-

orbit characteristics and the earth injection

parameters are known, it is possible to consider

the allowable stay times on the lunar surface

as defined by lunar-orbit rendezvous considera

tions. An analysis of this matter was made by
W. H. Michael and R. H. Tolson. Some of the

important parameters of such an analysis are

shown in fi_lre 29-1'2, which represents a sche-

matic of the moon. Suppose it is desired to
land at some latitude on the surface. One

method of doing this is to establish a lunar orbit

with an inclination i greater than the required

latitude by the offset 8. When the exploration

vehicle starts its descent to the lunar surface,

=- EXPLORATION TIM_

N _ DAYS

FIGURE 29-12.--Exploration time from rendezvom_
considerations.

360



GUIDANCE AND NAVIGATION ASPECTS OF SPACE RENDEZVOUS

a small out-of-plane impulse is applied so that

tile path is along the dashed line and the land-

ing site is out of the orbital plane by an angle
$. Because of the moon's rotation on its axis,
there will be a relative motion between the land-

ing site and tile orbital plane. On the figure

the landing site will appear to move to the right

along a parallel of latitude of about 13.2 ° per

day. After a certain angular travel 40, the

landing site will again have an offset of $ and

the "rerun1 to orbit" phase of the mission must

be initiated so that a specified fuel expenditure

is not exceeded. The exploration period on the

lunar surface, which is a function of the land-

ing-site latitude, is given in the upper right-

hand corner of figure 29-12, and at any time

during this period the vehicle can return to the

orbiting satellite with not more than an offset

of 8 required.

5"ow the significance of the previously derived
relationship between orbital inclination and

nodal position is realized. For if 8 is specified

from propulsion considerations, the latitude of

the landing site determines the required orbital

inclination through the relation Inclination =

Latitude + Offset. But, as shown previously,

for a specified transfer trajectory the nodal posi-
tion is determined once the orbital inclination

is chosen. Hence, if this type of landing ma-

neuver is utilized, the longitude of the landing-
site location on any parallel of latitude is

uniquely determined by the transfer-trajectory
characteristics and the offset 8.

The allowable exploration time at each land-

ing site will be different, and perhaps a better

way to approach the problem is to ask at what

point on the lunar surface the vehicle can land

and stay ,_ specified time without requiring a

landing offset of more than _. These points can

be determined by finding the position on a

parallel of latitude at which, if the vehicle lands

there, it will, after the specified time, have an
offset 8. For this approach, figure 29-13 shows

typical landing-site-time restrictions from these

rendezvous considerations for a low-inclination,

medium-energ T earth-moon transfer trajectory.

('These boundaries can of course be shifted by

appropriate alteration of the earth injection

conditions.) The boundaries shown in the

figure indicate the re_ons of the lunar surface

FlouRs 20-13.--Landing-site-time restrictions from
rendezvous considerations'.

at which landings can be made and at which the

vehicle can stay for the specified time without

requiring take-off and landing offsets of more

than 5° . In the equatorial and polar regions

the vehicles can stay on the surface indefinitely

and still have the capability of returning to the

mother ship within the limiting amount of
offset. It is seen that a considerable portion of

the lunar surface is subject to manned explora-

tion for periods of a few days or less. Even

though there is a relationship between lunar-

orbit inclination and nodal position, a lunar

orbit can always be established which passes

over any arbitrary point on the lunar surface.

Hence, an orbit can always be established which

passes within $ of any arbitrary point; however,

the inclination of the resulting orbit, may not be

"latitude plus offset." In this case, the ex-

ploration is limited by the time it takes for the

landing site to move from _ on one side of the

orbital plane to $ on the other side. Regardless

of the landing-site position, this procedure

assures that any point on the lunar surface can

be explored for $/6.6 days; that is, a 5 ° landing
and return offset assures exploration times of

about 18 hours at any point on the surface.

So far, the question of landing sites and ex-

ploration times has been considered from the

standpoint of effecting rendezvous from the

666715 0--62--24 361



CONTROL,GUIDANCE,AND NAVIGATION

lunar surface to the command module. Another

consideration is the question of returning to the
earth from this lunar orbit. Reference 6 indi-

cates that the specification of reentry constraints
leads to the Conclusion that the return-to-earth

capability is strongly dependent on the inclina-

tion and nodal position of the lunar orbit, from

which the return trajectory is to be initiated.

An analysis is in progress to show how these

return requirements will affect the curves for

landing site and exploration time in figure

29-13. A preliminary result of this study is

shown in figure 29-14, where landing sites along

vous considerations. In the central region the

1,_nding sites are compatible with both

requirements.

Lunar Landing, Abort, and Take-Off Operations

Another important matter in lunar rendez-

vous involves the use of equM-period orbits ,as

illustrated in figure 29-15. Consider the situa-

EQUAL- PERIOD
ORBIT FOR LUNAR LANDING

GOOD RECONNAISSANCE

GOOD ABORT AND REJOINING
CAPABILITY

MODERATE ADDITIONAL FUEL
EXPENDITURE

LONG TRANSFER FOR
RENDEZVOUS

D

EFFICIENT

ADEQUATE TIME FOR MANUAL
CONTROL

ADAPTABLE TO CHASING
TECHNIQUE

FAIL-SAFE AT ORBITAL
aNJECTi'ON

FIGURE 29-15.--Lunar landing, abort, and take-off

opera tions.

F,Ot;R_ -.29-14.--Landing-site-time restrictions from

return-trajectory considerations.

the 15 ° parallels and stay times of 4 days are

considered for w}fich, during the entire ex-

ploration time, the mother ship has the capabil-

ity of initiating a proper earth-return trajectory

without making orbital-plane changes and

with a total return flight time of less than 100

hours and a total Velocity expenditure of less

than 3,100 feet per second. The study indicated

that the vehicle can satisfy these requirements

by landing anywhere along the heayy horizontal

lines. If these lines are compared with the

curves obtained from rendezvous considera-

tions, it is seen that in certain regions on the

western limb the exploration time may be ¢'re-

turn-capability ]infited" while on the eastern

limb some reruns will be limited from rendez-

tion that exists in the lunar-orbit rendezvous

concept when a lunar-excursion module de-

scends from an orbiting command module for a

hmar l_nding. Use of the equal-period orbit

requires deflecting the flight path downward at

point A so that the landing vehicle descends to a

very low altitude just prior to braking for a

hmding at point B. The energy, and hence the

period, of the lunar orbit is not changed in this

operation. Use of this technique enables low-

altitude reconnaissance to be made on, say, one

orbit prior to landing on the next, and in addi-

tion provides for reioining the vehicle left in
orbit at the point A on each successive orbit if

the reconnaissance is unfavorable or if some

fault in the landing engine is detected. The

equal-period orbit requires only moderate addi-

tional fuel expenditure over other letdown

techniques.

In the take-off and rendezvous operation

necessary in the lunar-orbit rendezvous concept,

there are several points in favor of the use of a

long transfer from launch to final rendezvous.

Such a procedure is efficient in fuel consump-
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tion, and it provides adequate time for manual

control or monitoring of the rendezvous _fid-
ance functions. In addition a long transfer is

adaptable to the chasing technique in the event
of a delayed launch. In the chasing technique,

injection velocity is withheld at the nominal
rendezvous point, D, so that the ascending ve-

hicle moves in an elliptic orbit of lower energy

and shorter period than the orbit of the com-
mand module. As a result the ascending ve-

hicle overtakes the orbiting vehicle after several

orbits, and then rendezous is completed, as was
discussed in connection with figure 29-2.

Also, the long transfer orbit has a fail-safe
feature in the event of rocket-igadtion failure

at the rendezvous point D. In this situation the

ascending vehicles travels in an orbit which has

a perilune altitude equal to the altitude of thrust
cutoff at launch, point C. The escending ve-

hicle may hold in this orbit until the difficulty is

rectified, with no danger of intercepting the
hmar surface as would be the case if a short

transfer orbit is used.

Lunar-Orbit Perturbations

Another problem that exists is the effect of

perturbations on the lunar orbit due to oblate-
hess effects. These effects influence the rendez-

vous problem at the moon and must be taken

into consideration. This problem has been

studied by R. H. Tolson. Figure '29-16 illus-
trates the effect involved for the case of a satel-

lite in a mean circular orbit having an altitude

SECULAR AND PERIODIC,: (KNOWN AND MAY BE TAKEN INTO ACCOUNT)

OF <1° AMPLITUDE AND
PERIOD OF I MONTH

SHORT-PERIOD TERMS: (HANDLED LIKE GUIDANCE ERRORS)

PERIOD 0 ' ;- __,_/," / k'_
TERMS, _/ _AOIAL

MILES k ./ ,

_o 2 4 6

TIME, HR

Praline 29-16.--Perturbations of a close lunar satellite.
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of 50 nautical miles and an inclination to the

lunar equator of 4 °. The satellite's displace-

ment from its nominal or unperturbed position

is due primarily to hmar oblateness. The
earth's attraction is 1/85 that of the lunarob-

lateness contribution on the moon's surface, and

the sun's pexturbation is 1/160 that of the earth.

The perturbations may be divided into secu-

lar, periodic, and short-period variations. The
important secular component is a regression of
the line of nodes measured relative to inertial

space. This effect is shown in figure 0_.9-16 and

is about 1° per day. In addition there is a pe-

riodic term having an amplitude leas than 1°

and a period of 1 month. These motions must

be considered in addition to tlm 13 ° per day ro-
tation of the moon in order to obtain tlm total

relative motion between the moon and the satel-

lite in orbit. These components are known and

can be taken into account in the plan of rendez-

vous guidance.

The short-period displacements of the satel-

lite from its nominal position in circular orbit

are shown in the lower portion of figure 29-16.

Components are shown for the displacement of

the satellite normally, radially, and tangential-

ly from the nominal circular orbit for a period

of 6 hours. These displacements are less than a

mile in extent and have a period equal to the

orbital period of the satellite. These displace-

ments are comparable in size to errors expected

in orbit determination, uncertainties in lunar

topography, and standard deviations in launch

parameters. Because of this fact these dis-

placements can be handled along with other

guidance errors.

FACILITIES AND SIMULATORS FOR 'RENDEZVOUS

STUDIES

Many of the guidance and control problems

of rendezvous and other phases of the lunar

mission are best attacked by analog simulation

of the phase of the mission under investigation.

This is particularly true when the efficiency of

human pilots for accomplishing these phases

is being evaluated. Much work has already

been done and reported in the area of guidance-

and-control simulation, but specific tasks still

remain. The following sections give an idea of
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some of the simulation equipment that is being

developed to do this work.

Docking Simulator

One facility that has been used to determine

the feasibility of manually controlled orbital

assembly and docking operations is the docking

simulator shown in figure 29-17. In this simu-

lator two circular light images are projected to

represent two close objects in space as seen

by a pilot from a third nearby vehicle. These

images grow in size and move in relation to the

pilot according to control inputs to the pilot's

spacecraft and to one of the projected images.

An analog computer is employed to solve the

equations of relative motion in translation of

the two projected images and the pilot's space-

COMPUTER SIGNALS TO PROJECTIONSYSTEM
AND PILOTSINSTRUMENTS

E COHPUTEN

P'LOTCONTROLS,_NAL

FIo_E 29-17.--Docking simulator.

craft. This simulation thus provides for the

study of the assembly of two objects in space

from a spacecraft a short dist'mce away or of

the ability of a pilot to dock his own spacecraft

with another vehicle. An example of the pre-

cision with which a pilot is able to control the

docking of his spacecraft with one of the

projected images by visual cues alone is shown

in figure 29-18. These results were obtained in

docking operations staining'at a distancz of 40
feet and for various levels of thrust capability

of the pilot's spacecraft from 0.1 to 1.0 ft/sec _.

A perfect dock is obtained when both the lateral

displacement y and vertical displacement z are
zero at contact. It can be seen that the error in

placement at the completion of docking was

never more than 1 inch. The velocity at con-

tact was about 0.1 ft/sec, and about 5 minutes

l/, IN.

0 I 2 3

Z, IN.

l_zovR_. 29-18.--Visual rendezous with translation only.

Final velocity _0.1 foot per second ; vehicles are atti-
tude stabilized.

was required for the completion of docking.

It is mentioned again, as a reminder, that this

good performance was obtained by visual cues

only.
Gemini Rendezvous Simulator

Another facility that is going into operation

shortly is the Gemini rendezvous simulator (fig.

29-19). This equipment is to be used to simu-

late the manually controlled docking of the
Gemini and Agena vehicles. A closed-circuit

television system and an analog computer are
employed. In this system a small-scale model

having three angular degrees of freedom is
mounted in front of a television camera. The

model translates along the camera axis and ro-

tates in response to the pilot's control inputs

and the analog computer. The image of the

target is transmitted by the TV system to a two-

axis mirror above the Gemini pilot's head and

is projected on the inside surface of a 20-foot-

diameter spherical screen. Through the added

action of this mirror system, all six degrees of

Fiovrm 29-19.--Gemini rendezvous simulator.
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freedom are simulated. The pilot and crewman

are seated in a full-scale wooden mockup of

the Gemini vehicle. A moving star field re-

sponsive to the Gemini vehicle's angular rates

gives an impression of angular motion.

The docking simulation will be initiated with

the Agena about 1,000 feet. from the Gemini
and continued until theoretical contact. This

equipment will be used to study the effect of

control mode (on-off or proportional controls),

thrust levels, system failures, and lighting con-

ditions on the ability of the pilot to perform

the Gemini docking operation.

Lunar Letdown Simulator

To study the important and relatively un-

known area of descent to the lunar surface, a

lunar letdown simulator is being developed.

The primary components of the lunar letdown

simulator are shown schematically in figure

29-20. This facility uses a closed-circuit TV

l_ov'aE 29-20,--Lunar letdown simulator.

system in conjunction with four models of the
moon and an analog computer to enable a fixed-
base simulation of descent from lunar orbit to

be made with realistic visual cues. During

descent the pilot sees the moon and stars in

proper size and relationship to himself through

four windows in his spacecraft. One window

faces forward, one down, and one to each side.
The TV cameras are moved in relation to the

models as commanded by the pilot's control in-

puts and the analog computer, and by this ac-

tion the views required for the four windows of

the spacecraft are obtained. The TV cameras

employed are four cameras in one to provide

the four views required. The four models em-

ployed are at different scales to provide the

proper definition of the lunar surface for dif-

ferent altitude ranges, and as the limits of one
model are reached automatic switching to the

next. model will be made to provide for con-

tinuous simulated operation. This facility is

capable of operating from an altitude of 200
miles down to an altitude of 200 feet. It will

be used to study piloting and navigational tech-

niques for manned lunar-landing and lunar-

rendezvous operations.

Docking Facility

As a further means of studying the rendez-

vous docking problem, there is under construc-

tion a docking facility shown schematically in

figure 29-21. This facility employs a space-

.' A_,._[USPENSION

_ _STEM
P'$_ACECR/kFT !

;( -DEG ESOF_

I_0VRE 29-21.--Schematic of rendezvous docking

simulator.

craft mockup mounted on a cable and gimbal

servo system, an analog computer, and a target
vehicle. This facility enables simulation of the

docking operation from a distance of 200 feet
to actual contact. The servo system moves the

spacecraft in response to control signals from

the pilot in accordance with the differential

equations solved by the analog computer. Six

degrees of freedom are simulated in this facility.

It will be used to study piloting techniques in

docking and in controlling a spacecraft, when

hovering, during the abort of a landing, or dur-

ing take-off.

Lunar-Landing Facility

One of _the most critical events envisioned in

the lunar-landing mission is the actual landing
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maneuver. To study this problem a lunar-

landing facility is being constructed. This

facility consists of a lunar-landing vehicle sus-

pended in gimbals by a bridge and cable system

which supports under servo control five-sixths

of the weight. (See fig. 29-o._.) The spacecraft

is free to move in six degrees of freedom under

the action of its rocket power and in response

to control inputs by the pilot of the spacecraft.

The bridge crane system is controlled by a servo

so that the suspending cables are always verti-
cal and hence do not restrict the motion of the

spacecraft. Longitudinal, vertical, and lateral
travels of about 400, 200, and 50 feet, respec-

tively, are provided. The spacecraft will be

provided with initial velocities appropriate to

the hmar-landing problem by use of a catapult

gear. This equipmen't will be used for study-

ing piloting techniques for lunar landing and

problems of visibility, landing abort, and lunar

I_¢UaE 29--22.--Lmmr-landing research facility.

hovering and take-off. It is also intended as a

further means for studying the rendezvous
docking problem.
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INTRODUCTION

Current and future space flight missions re-

quire a guidance and control system to regulate

the aerodynamic forces during atmosphere

entry such that the design limits on accelera-

tion and heating are not exceeded and that (he

space vehicle at a predetermined destination.

There have been a number of studies of entry

guidance problems. This paper will present a

survey of this subject taken from the extensive

list of published work in this field. The discus-

sions of closed-loop control are taken from ref-

erences 1 through 36. References 1 through 26

consider primarily automatic control of the ve-

hicle and references 27 through 36 cover prin-

cipally pilot control. Background material on

general problems in entry is taken from refer-

ences 37 through 57.

This paper will first briefly outline the dy-

namics in entry and discuss the relationship of_

the control system and control feedback meas-

urements to these dynamics. The various

guidance and control methods then will be con-

sidered in some detail. Finally, the capabili-

ties of these systems for entries from circular

and supercircular velocities will be covered.

DYNAMICS IN ENTRY MOTION

Befol_ describing the various guidance meth-

ods, it is important to explain entry trajectory

dynamics. These dynamics are basic to each

of the guidance methods and, as in the analysis

of any control system, an understanding of the

controlled variables is necessary to understand-

ing the over-all control problem.

Dynamics of Constant-Trim Lifting Vehicles

Typical dynamics in atmosphere entry of a

constant-trim (constant L/D) vehicle entering

the atmosphere are illustrated in figure 30-1.

_TITUD E 200-

FIOURE 30-1.--Dynamics of constant-trim lifting

trajectory.

Tim vehicle is shown entering at 300,000 feet

where the sensible atmosphere begins and also

near local circular satellite velocity (u¢). The
vehicle is shown to decelerate from these en-

trance conditions about an equilibrium glide

path. An equilibrium glide path is essentially

that one path where the aerodynamic lift, force

just balances the centrifugal and gravity force

along the trajectory. The basic vehicle dynam-
ics can be observed from the comparison with
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this glide path of a trajectory for which the

vehicle is not initially in equilibrium (fig. 30-

1). It can be seen that the dynamics are stable;

that is, the motions are oscillatory and there is

a small amount of damping. Many studies

(e.g., refs. 24, 25, 37, 38, 39) have analyzed these

dynamics. From reference 25 it has been shown

that the oscillatory dynamics as a function of

the dimensionless velocity, u/?l.c, at local points

along the trajectory can be approximated by:

Damping, 2_,--_, ( radians\unit of u/uc/ (1)

Frequency, c0,__r 1--(u/u_) 2 {_ radians "_
' \unit of u/u,]

(2)

The frequency contains the term 1-(_/u_) _

so that the inherent dynamics are statically

stable below circular velocity (u/u_<l), and

unstable above circular velocity (u/u_>l).

The light damping for the motion in figure

30-1 is proportional to _/u so that the damp-

ing increases as the velocity decreases.

The uncontrolled short-period motions of re-

entry vehicles have been analyzed in references
3742. The work in reference 39 illustrated

that for practical entry configurations these

short-period oscillations do not significantly

couple with the long-period trajectory dy-

namics. Most preliminary guidance studies,

such as those discussed in the following sections,

consider primarily the long-period motions.

Relationship of Control and Dynamics

The effect of the lift and drag forces upon

the reentry trajectory dynamics is considered

next. The relationship of the control of these

forces to the measured state variable in entry

is shown in figure 30-2.

i :

_-- ] ALTITUDE : RANGE;

i (DENSITY)

_rrY H_iZON__TAL VE LOCIT_

Frov'lm 30-2.--Relationship of control and dynamics.

The lift force is essentially in the vertical

direction. TILe vertical force affects the rate

of change of vertical velocity. The integra-

tion (l/s) of the vertical velocity gives the vari-

ation in altitude (or, what is more important,

variation in density). This change in density

affects the drag force and thus affects the rate

of change of horizontal velocity. An integra-

tion of the horizontal velocity gives variations

in the range along the path.

In order to control range, the rate at which

horizontal velocity is changing must be con-

trolled ; thus the drag must be controlled. Drag

can be regulated principally by either changes

in the configmration (i.e., trim changes or drag

brake) or, what is more important, changes in

density. For instance, if at any time in the

trajectory the range must be extended, the lift
force is increased in the vertical direction to

raise tile vehicle into less dense atmosphere, thus

reducing the rate of change of horizontal veloc-

ity and extending the range.

From this diagram important features in re-

entI T control can be noted and wilt be referred

to in following discussions. The control of

range by lift constitutes a fourth-order system

(the product of four integrations, l/s). It can

be reasoned that this fourth-order system, like

any other classical fourth-order system, needs

four feedback quantities to shape the desired

response. In entry the first-order feedback

quantity can be the measurement of vertical

velocity or can be those measurements that re-

flect the changing density (i.e., air pressure

rate, acceleration rate, temperature rate). For
the second-order feedback of altitude varia-

tions, those measurements that reflect air den-

sity may also be used and, in fact, are desirable

because it is the actual density (not the altitude

itself) which affects the aerodynamic forces.

The third-order feedback quantity can be some

measurement of horizontal velocity, and the

fourth-order feedback quantity is a measure-

ment of the range-to-go to the destination.
Table 30-I is included to illustrate the relation-

ship of possible measurements for control in

entry.
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TABLE 30-1.--Relatiofl, Mp o/ Measuren_ent,s to l,_'nh'y Dynamics

Dynamics

Measuring devices _..

inertial unit

or

tracking

accelerometer

temperature sensor

pressure sensor

Y Y
k i±Y ,!

vertical

velocity

drag

acceleration

rate

air or skin

temperature

rate

air

pressure
rate

altitude

drag

acceleration

air or skin

temperature

air

pressure

horizontal

velocity

integration
of drag

acc eleration

range-to-go

2nd integration

of drag

acceleration

Control Boundaries

It has been shown that the trajectory will be

varied to control the range, but the guidance

system must also keep these variations within

the operating limits. Figure 30-3 illustrates

the typical boundaries within which trajectory
must be maintained.

250-

--HEATING

150-

CONTROLLEI

,TRAJECTORY'

LIMIT

I_GV_E 30-3.--Typical operation boundaries.

If a vehicle is at supercircular speed and

concurrently reaches too high an altitude at

too high a velocity, even though holding full

negative lift, the vehicle will skip out of the

atmosphere. Also, if the altitude is too high

and the velocity too low, the vehicle may not be

able to check its descent before passing through

the lower boundary. Critical areas shown are
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those of heating and acceleration limits. A ve-
hicle cannot enter too deeply into the atmos-

phere because overheating will occur or acceler-
ration limits will be exceeded.

The following discussion will cover various

methods that can be used to regulate the aero-

dynamic forces so that these operating boun-
daries are not exceeded and the vehicle reaches

a desired destination.

DISCUSSION OF GUIDANCE METHODS

This section will outline in detail the various

guidance methods. The literature has indicated

that each of these methods can yield satisfac-

tory control. The differences to be pointed out

in these systems are primarily the relative ad-

vantages or disadvantages in the ability to

handle off-design entrance conditions; the on-
board computer programming requirements;

the flexibility to maintain trajectories for min-

imum heating or minimum acceleration; and

the inherent information the guidance equa-

tions give a pilot for anticipation and over-all
decisions.

The guidance methods examined are pre-

sented under two general classifications: guid-

ance using predicted capabilities and guidance

using a nominal trajectory. These are further

broken down into subgroups. This is not to

imply that all guidance systems fall under only

one of the categories. These groupings are
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only made for convenience in the following dis-
cussions.

Guidance Using Predicted Capabilities

This general group contains those methods
which predict possible future trajectories and
do not use a stored nominal trajectory. Figure
30-4 illustrates this method. The vehicle dur-

I_GVRF. 30-4.--Guidance using predicted capabilities.

ing entry has the choice of a number of paths
within its maneuvering capability. The guid-

ance system predicts the path by which the
vehicle will reach the desired destination with-

out violating the heating and acceleration
limits. The discussion of this general method
will consider the prediction of possible trajec-
tories by either "fast time" solution or approx-
imate "closed form" solutions of the equations
of motion.

Fast time predletion.--The use of fast time
prediction has been studied for automatic con-
trol in references 9, ..290,21, and 24, and for pilot
control in reference 31. The basic concept of

these systems is that the differential equations of
motion are solved by a "fast" computation in
the airborne computer to determine possible
future trajectories; repetitive solutions are
made from the continuously measured state
variables. Typical information needed to make
a prediction of the path in the plane of the

trajectory is :
1. Four measured state variables (i.e., v, h,

U., X).

2. Two vehicle parameters (i.e., L/D,

w/c.s).

ANt) NAVIOATION

Various combinations of these quantities can
be used in the prediction. For instance, in the
work of references 20, 21, and 31, the altitude
and W/C_,S quantities are replaced by the drag
acceleration measurement.

The solution of the future trajectory motion

can predict maximum excursions of the state
variables along the trajectory as well as pre-

dicting the vehicle range capability. The com-
putatlou of heating loads, acceleration loads,
maximum skip altitudes and other important
constraints can be incorporated into the predic-
tion so that a near optimum trajectory can be
followed.

With aut_)matic control, the desired trajec-

tory can be found by iteration. For instance,
if in the first computation of the motion equa-
tions the desired destination is not achieved,

then an error signal is interjected in the next
solution. These computations continue until a
trajectory is found that will reach the destina-
tion. Considerations of the heating and ac-
celeration constraints can be automatically built

into the trajectory selection.
With pilot control, the fast-time prediction

can be used to display the maneuver capability
with respect to possible destinations permitting
the pilot to decide upon the proper control
actions. From reference 31 it was demon-
strated that the simultaneous solution of three

trajectories (maximum downrange, minimum
downrange, and maximum crossrange) could be
used to give the maneuver capability. This
repetitive prediction also gives future heating,
acceleration, and altitude excursions which may

be displayed to the pilot.
The main advantage of the fast-time predic-

tion method is the ability to handle any possible
flight condition. This ability to predict range,
deceleration, heating, etc., makes it an almost
universal control method. The principal dis-
advantage of the system is the on-board com-
puter requirements for the fast-time computa-
tion. Studies to date indicate that the

repetitive prediction must be made ever)" few
seconds for those entr)- trajectories where con-
ditions are changing rapidly. In smooth glid-
ing trajectories, computation times on the order
of tens of seconds may be permissible.

Closed-/o_m prediction.--For the on-board
prediction of trajectories the use of closed-form
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solutions has also been considered. Closed-

form prediction systems differ from fast-time

prediction systems in that instead of integrat-

ing the equations of motion, they use an ap-

proximate explicit solution.
Numerous studies have been made to develop

analytical descriptions of entry trajectories

(e.g., refs. 43-52). Trajectories that lend
themselves to closed-form solutions and have

been considered for guidance are, typically,

constant altitude paths, constant deceleration

paths, ballistic paths, and equilibrium glide

paths.

Figure 30-5 illustrates a typical guidance sys-

tem that uses closed-form solutions for entry

from supercircular velocity (ref. 16). The

trajectory is divided into three phases of con-
trol wherein closed-form solutions can be made.

During the flight along the superorbital guide

path, a solution is obtained for the range from
the measured conditions achievable with a con-

stant altitude path followed by equilibrium

glide. The vehicle flies up the superorbital

path until this achievable range corresponds to

the range-to-go. At that time, the vehicle is

that only those design trajectories that can be

analytically described can be used. There is

not the flexibility of using any desired trajec-

tory profile such as was the case for the fast-

time prediction or will be the case in the fol-

lowing discussion of control using nominal

t rajectories.

Guidance Using Nominal Trajectory

Guidance about a nominal trajectory is illus-

trated in figure 30-6. In this gener a] method

FIGURE 30-6.--Guidance using nominal trajectory.

150 - CONSTANT
ALTITUDE

,_EQUILIBRIUM GLIDE
\

CONTROLLED
)RY

Ft00 L- , , ,
= 1.4 I.Z 1.0 ,8 .6 .4 .2 0

__ DIMENSIONLESS YELOC_TY, u/u c

FIGvlm 30-5.--Closed-form prediction method.

controlled onto the constant altitude path.

The prediction is continued and used along the

constant altitude and following equilibrium

path, thus providing information needed for

cont rol throughout the flight.

Guidance using simple closed-form solutions

does not have the flexibility to handle markedly

off-design conditions because most closed form
solutions do not take account of all state varia-

bles needed in the solution of possible trajec-

tories. Also this method has the disadvantage

the state variables along the nominal path are

precomputed and stored on board. The varia-
tions in the measured variables from the stored

values are used in guidance either to control

onto the nominal (path controller) or to es-

tablish a new trajectory to reach the destination
(terminal cont rollter).

For this guidance sd_eme a trajectory with

the most desirable nominal path must be se-

lected. For _mfidance from subsatel]ite veloc-

ities a constant L/D trajectory close to the

center of the vehicle L/D capabilities is gener-

ally selected. In most cases, particularly above

circular velocity, the problems of acceleration

and heating loads, guidance sensitivity, and

range capabilities make it necessary to use other

trajectories. Various precomputed trajectories

are available for analysis in selecting the most

desirable flight path; however, the most desir-

able selections are most probably made by op-

timization procedures. The steepest ascent

computation procedure has been extremely use-

ful in selecting the nominal trajectory. This

method has been employed to determine tra-
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jectories for minimum acceleration and heating

loads (ref. 53) and for optimum lateral turns

(ref. 54).
In describing a path through the atmosphere

the state variables and, in certain cases, feed-

back control gains are stored as functions of a

given independent, variable along the path.
Studies indicate that the choice of the inde-

pendent variable is extremely important, for

the guidance system may control through con-

ditions highly divergent from the nominal path.

The independent variable may be the obvious

quantity, time, or it may consist of one or more
coml)inations of state variables. Those studies

using combinations of state variables generally

indicate more capability for guidance about a

given nominal trajectory than those studies

using time. The question of the best independ-

ent variable to use in entry guidance is unan-

swered, though, at the present time.

Path control using fixed feedback gains.--

Many studies (refs. 2, 3, 4, 8, 14, 17, 25) have

considered the use of constant feedback gains

to control onto the nominal trajectory. The

guid.mce law for this type of system with con-

stant feedback gains, K, is :

Control D--\ D/,om+ K_v+ K2_h + K3_u + K4_x

(3)

where (L/D) .... is the value along the nominal

trajectory and the 8 quantities represent the
deviations of the state variables from the stored

values along the trajectory. In applications of

this law where the controlled trajectory does

not deviate greatly from the nominal , one or

more of the Kl_V, K:_)_ or K3$u terms may pos-

sibly be unused becau_, as shown in figure 30-1,

the basic dynamics in entry do possess some

stability. All four state variables should be

used in applying this guidance law to conditions

where the path does deviate _'eatly from the

nominal or in considering those portions of the

trajectory where the guidance situation is ex-

tremely sensitive, as in control at supercircular
velocities.

Numerous system concepts have proposed

using simplified versions of the constant feed-

back control method. Using one of the state

variables (i.e., velocity, range-to-go, altitude)

rather than time as the independent variable

will simplify the guidance function. Other

concepts propose the use of an electrical com-

pensation network (i.e., lead or lag) to replace
the number of measurements of state variables.

For instance, a simple method for control can
be of the form:

L L K_ K_
ControlD=(_).o +(K_s+K_+_-+_- )

_a

(4)

where 8a is the deviation in the measured drag

ao2eleration from a programmed acceleration

time history. To give guidance precision to

such a scheme, though, the guidance program

must, be updated periodically from other

sources.

The fixed gain systems will work in many re-

entry applications. The use of varying gains,

which will be discussed next, allows more free-

dom to shape the desired response and give a

more optimum control along the trajectory.

Terminal control using influence coeffl-

cients.--One useful method of examining con-

trol about a nominal trajectory is to employ
influence coefficients. These functions are

solved from the set of differential equations ad-

joint to the linearized perturbations of the

equations of motion about a nominal path. The

methods of adjoint functions have been applied

to entry guidance in references 7, 10, 11, 13, and

I5, and only the final results of these studies

will be given here. The expression for 8x at
final time is:

f,i" (5)

In this equation )_ represents the time varying
influence coefficients that relate the final re-

sponse at tt to the unit initial conditions at

t_. The symbol b is the forcing function (i.e,

lift or drag) of the original perturbation

equation.
One guidance concept wherein these influence

coefficients are used to predict the final con-

ditions is the constant-trlm terminal control.

This guidance method uses a control input
that the influence coefficients indicate can be

held constant to reach a selected destination.

In closed-loop control this value will change
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slightly with the continuous measurements that

update the predictions. This control corres-

ponds to a step input in the forcing function b

of equation (5).

Such a constant-trim guidance method is only

good for the linear region near the nominal

trajectory. To handle conditions far removed

from the nominal, overcontrol instead of con-
stant-trim control is needed to assure the des.

tination remains within the vehicle maneuver

capability. Also, because the prediction may be

in error as the result of measurement errors,

atmosphere density variations, aerodynamic

trim variations, and other uncertainties, over-
control is needed.

Overcontrol to permit guidance from con-

ditions far removed from the nominal trajec-

tory can be accomplished with bang-bang
terminal controllers. These controllers use

maximum effort to force the path onto a new

trajectory to reach the destination. From

equation (5) this corresponds to maximum
control effort until the final value is driven to

zero; that is :

axit1=o=x,av+x:ah+x3au+ax[,, (6)

Some dead band would actually be used to

prevent a continuous limit cycle operation.
When the final value predicted falls within this

dead band then only nominal control effort is

required while the vehicle travels along a new

trajectory. Guidance methods of this type
have been used in reentry studies to control

from circular velocity both lift-modulated (ref.

7) and drag-modulated (ref. 18) vehicles and

also to control a combination lift and drag

varying confi_lration in pull-out maneuvers at

supercircular velocities (ref. 15). The general

form of the linear prediction control law can

be expressed as:

L L
Control ,----(D).o_

+K 5(L/D) (h,_vTX2_h+_3_u+_x) (7)

where for constant-trim control K = 1 and for

bang-bang control K--oo. Any value of gain

between K=I and K--_ can conceivably be
used to obtain the needed overcontrol. In de-

termining the best value of overall gains to use

in the control system of this general type, the

optimization procedures as described in the next
section should be considered.

Optimized feedback gain,.--VVith optimized

feedback gains the guidance will either control

onto the nominal path or establish a new path

to the destination. In optimizing the set. of

time varying feedback control gains there is the

choice of a performance index which the par-

ticular optimization procedure will attempt to

minimize. With this design choice, what may

be optimmn in one case may not be optimum in

another. The important consideration is that

the system satisfies the requirements and con-

straints established. The optimization proce-

dulls provide the technique for carrying out

this control system analysis in a direct and

systematic manner. This paper will outline

these optimization studies which have, deal._

directly with reentry guidance and will not at-

tempt to discuss all the optimization procedures

which have been developed.
In reference 10 the ]ambda matrix control

scheme is applied to the guidance of a low L/D

vehicle entering the atmosphere at, supercircu-

lar velocity. Lamda matrix control considers

the final value (terminal control) and mini-

mizes the mean square control deviation. The

control law for reentry guidance is of the fomn :

L / \L
Control -- ----D=_D)nom + Ally+ A2_h+ A3_u+ A,_x

(s)

where A represents the time varying gains de-

termined by the optimization procedure. The

time varying gains are precomputed and de-

pend upon the design nominal path.

In reference 26 the neighboring optimum

control scheme is used in guiding a low L/D

vehicle from supercircular velocity. This sys-

tem uses time varying gains that optimize one

of the terminal quantities while satisfying other
terminal constraints.

In reference 24 the parametric exl_ansion

method is applied to the control of a medium

L/D vehicle reentering at circular velocity.

The performance index considers the integral

squared error of the variations in dynamic pres-

sure, range-to-go, vertical velocity, tempera-

ture, and the angle-of-attack control effort.
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Additional considerations for the crossrange re-

quirements are the integral squared error of the

crossrange-to-go and bank-angle control effort.

Weighting functions are considered with the
various terms to determine the time-varying

gains.

These optimization studies for reentry con-
trol have all used time as the independent vari-

able. Consideration has not yet been given for

the use of state variables (i.e., velocity, range-

to-go, etc.) in the independent variable.
In order to summarize the discussion of guid-

ance methods using a nominal traiectory, figure
30-7 illustrates the various schemes. The fixed

E TERMINAL

_M!NAL

_XED FEEDBACK GAINS I

y

_NG-BANG TERMINAL CONTRO_
mm=_

iNN
m

FI(]UBE 30-7.--Various guidance methods using a
nominal trajectory.

feedback gain method of control produces a

trajectory which oscillates about the nominal

trajectory as shown on the figure. The con-
stant-trim terminal controller method uses an

essentially constant control input to establish a

new trajectory to the destination. The bang-

bang terminal controller method uses maximum
control input until the nominal control can be

employed to establish a new trajectory to the
destination. The optimized feedback gain

method uses time-varying feedback gains that

have been optimized either as a terminal con-

troller or as a path controller about the nom-

inal trajectory.

The fixed feedback gain method provides

good control primarily below circular velocity.

The other varying feedback gain methods (ter-

minal control and optimized feedback gains)

generally provide better over-all capability. All

of these methods are relatively simple guidance

systems which require a minimum on-board

computer. A disadvantage of using these meth-

ods compared with using the predicted capabil-
ities methods is the minimum amount of

information available for a pilot display. This

is discussed further in the following section.

Pilot Participation in Guidance

The information that the pilot receives from

the guidance computer comes from displays of

the type shown in figure 30 8 depending upon

I_iOMINAL TRAJECTORY _PREDICTED CAPABILITIE=I_
__ _ ......... =

-- SKIP OUT
---- DOWNRANGE BOUNDARY PRESENT

MANEUVER
BOUNDARY. _

CROSSRANGE

ERRORS

ACCELERATION OH_
H TING N AFt -

F_O_YBE 30-8.--Typical guidance displays.

the particular guidance equations. For the

guidance method which uses a nominal trajec-

tory the information shown in the figure is

available; this is similar to the command nee-
dles in current aircraft. For the guidance

method which uses predicted capabilities addi-

tional information may be available to give the

remaining maneuver capability and to antici-

pate possible skip out, heating and acceleration

problems.
In manned vehicles the capal)ilities of the

pilot may be considered as another loop around

the basic guidance system (refs. 27-36). A sys-
tem's reliability is increased when the pilot

monitors radio signals, navigation equations,

acceleration sensors, temperature sensors, and

other data essential to entry glfidance. When

necessary, the pilot can override incorrect or

questionable signals, provide the control re-

sponses, and make decisions on the over-all mis-

sion profile.

Typical Vehicle Control Systems

The re_flation of the lift and drag forces

has been considered in the foregoing general

discu_ions. In vehicle control the actual lift

or drag usually need not be measured but, in-

stead, the measured flap deflection or angle of
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attack (_) and roll angle (_o) which correspond

to variations in the lift or drag are used in the

control loop. The following two control

schemes illustrate typical proposed vehicle

systems.

For the control of the Dyna Soar boost glider

at subcircular velocities, it has been proposed

(ref. 14) to control downrange in the following
manner

tainable in the studies of these systems to date

is shown in Figure 30-9. As shown for reentry

=

CIRCULAR ENTRY_

U=UC

$UPERCIRCULAR ENTRY I

The nominal trajectory consists of a stored pro-

gram of total velocity, V, versus range, and

a filtered vertical velocity term v is used for

damping. Crossrange is controlled by;

Control (p=K¢ (10)

where @ is the angle between the instantaneous

heading of the velocity vector and the heading

of the great circle line b_tween the present posi-

tion and the landing site.

For illustrative purposes, we can consider the

same general method of control about a nominal

trajectory for a low L/D, constant-trim lifting

body that is typical of those considered for

entries at super-circular velocity in the return

lunar mission. For a constant-trim lifting

body, the roll angle can be used to control the

lift vector in the vertical plane ill the following

manner (ref. 17).

Control [_[_ioo=_om+ Kl_v+ K2_a + K,_x _

(11)

The three state variables of the nominal

trajectory are stored as a function of the hori-

zontal velocity. The gains K can conceivably

be constant but, for the best control system, they

should be variables determined by optimization

design procedures. This command equation

determines the magnitude of the roll angle.

The sign of the roll angle is determined by the

heading to the landing site.

GUIDANCE CAPABILITIES IN ENTRY

Attainable Ground Area

The previous discussions have outlined pos-

sible guidance methods. The ground area at-

I_GVRE 30-9.--Attainable ground area.

from circular orbit the available lift-to-drag

ratio of the vehicle is extremely important in

determining the attainable ground area. For

those vehicles with an Z/D below 0.5, such as

the proposed lifting Mercury configuration,

there is about 200 miles crossrange and 2,000

miles downrange capability. For the higher

L/D vehicles such as the Dyna Soar with an
L/D between 1 and '2, there is much more

ground area available for maneuvering from
orbit.

Most guidance studies of closed-loop control

for entry at supercircular velocity have con-
sidered a low L/D vehicle. As shown in this

figure, a vehicle with an Z/D= 0.5 at supercir-

cular velocity has about 600 miles of maximum

crossrange capability and it is interesting to

note that at about 12,000 miles from entry the

crossrange is limited. This is because the
vehicle is one-half the way around the Earth

and the great circle routes from the initial entry

converge at this point. Entry at supercircular

velocity, such as will be encountered in the re-

turn from a lunar mission, presents particular

guidance problems which will be discussed
next.

Guidance from Supercircular Velocities

To make a successful entry from supercircu-
lar velocities the vehicle must be on a trajectory

within a safe entry corridor (Refs. 55 and 56).

This corridor is shown in Figure 30-10 in rela-

tion to the overshoot boundary, where the
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FIOURE 30-10.---Guidance in supercircular entries.

vehicle will just stay within the atmosphere,

and the undershoot boundary, where the vehicle

will reacil the specified acceleration or heating

limit. From within this corridor the reentry

guidance system can control the vehicle either

through the atmosphere or on a skipping

maneuver out. of the atmosphere to the destina-

tion. The choice of the particular design

trajectory is a compromise between accelera-

tion and heating loads, guidance sensitivity and

the range to go to the target.

The available range control within the opera-
tional corridor for a/]//)=0.5 vehicle is shown

in Figure 30-11. The upper t)oundary of the

corridor is determined by the shallowest en-
trance at which the vehicle can remain within

the atmosphere while holding full negative lift.
Control near this limit is sensitive because near

full negative lift is needed to keep the vehicle

within the relatively low density position of the

atmosphere and little lift is available for short-

ening the range. Also near the overshoot

l_/ol_a_. 30-11.--Typical operational corridor for super-

circular entry.

boundaD" the vehicle spends a long time within

the atmosphere so that the total heat load limit

can be exceeded in controlling to the longer

ranges. The undershoot limit is determined by
the acceleration limit of the vehicle or crew.

The value of 10g, usually used in defining the

corridor, has been shown in Reference 57 to be
,_ realistic value within which humans can still

perform, lVith control at the steeper entrance

angles the maximum range capability of the

vehicle is limited because a large amount of

vehicle kinetic energy is lost during the initial

steep dive into the atmosphere.

For supercircular entry velocities the range

capability from about 1,500 to li_,O00 miles has

been achieved in gnidance studies to date. This

range capability has been demonstrated in refer-

ences 20 and 21 using the fast-time prediction

method. Recent studies by Lessing and Coate
of NASA Ames Research Center have demon-

strated that this capability can also be achieved

using control about a single nominal trajectory.

The direct, descent entries have been the pri-

mary object, of the supereircular entry studied
to date. There has been some consideration of

establishing a circular orbit, in the skip-out

(refs. lfi, 50) and the tLse of multiple pass brak-

ing (ref. 55) but there has been little analysis

of the closed-loop control to mechanize these
schemes.

CONCLUDING REMARKS

In conclusion, this survey has outlined several

guidance and control methods that }rove been

proposed for atmosphere reentry. Each

method can be designed to realize the vehicle

capabilities near the design entry conditions.

It has been found important that the measure-

ment of all four state variables should be repre-

sented in the guidance law to insure control in

sensitive guidance situations or markedly off-

design conditions.
Further research is warranted to determine

which measurements should be used to repre-
sent the state variables and bow to best use these

variables in the guidance systems. Also the

more stringent mission profile of the advanced

space _ight projects warrant additional re-

search toward the development of new guidance

systems and toward the improvement of the

systems outlined in this survey.
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NOTATION

a measured acceleration, g units

b forcing function

CD drag coefficient

D drag force; along the total velocity vector, lb

h altitude; along radial axis, ft

K constant feedback control gain

L lift force; normal to the total velocity vector, Ib

r distance from planet center, ft

S surface area upon which force coefficients are

based, ft 2

s differential operator notation
t time

u circumferential velocity; normal to radius vector,
if/see

v vertical velocity; along radial axis, ft/sec

W weight of vehicle, lb

x downrange to destination, along great circle

route, nautical miles

a vehicle angle of attack

atmosphere density decay parameter, ft -_

denotes deviation in quantity from that of nom-

inal trajectory
), influence function

A f,ime varying feedback control gain

_, vehicle roll angle

¢_ heading angle between the instantaneous great
circle route and the great circle route to the

target

damping factor
_. natural frequency

Subscripts:

f final value
i initial or instantaneous value

nora respect to nominal trajectory

666715 0--6_--25 377
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INTRODUCTION

As navigation refers to the problem of con-

trolling the translational motion of a vehicle,
so attitude control refers to the problem of

controlling the rotation of a vehicle.

The two types of control exercised are: (1)

turning the vehicle in a prescribed manner to a

prescribed degree ; and (2) stabilizing the head-

ing or attitude in a desired direction despite the

disturbing action of unwanted torques. Table
31-I shows some of the functions required of

vehicles and gives an indication of the accuracy

with which they are to be performed. The
functions are divided into the maneuvering a

vehicle performs in first becoming oriented, and

the maneuvering and attitude holding it per-

forms in its normal course of operation. Out-

side of the operations a vehicle performs in

becoming initially alined, the maneuvering ac-

curacy required of a vehicle can be as high as a

minute of arc for certain astronomical applica-

tions. The requirement reduces to the order

of degrees when sohtr arrays are to be turned

toward the Sun. There is a greater accuracy

spread in the stabilization required of vehicles:

In measuring spectral characteristics of stars a

vehicle may be called upon to hold its position
to within 0.1 second of arc for over 2 hours; on

TABLE 31-I.--Example Attitude Control Functions and Accuracy Requirements

Initial orientation Attitude Change Attitude stabilization

Purpose Accuracy Attitude AccuracyOperation Accuracy

Stop tumbling___ 0.005 deg/sec ....

Extend arrays ....................
Aline toward Sun_ 1/_-1 deg ........

Roll about sun-
line.

Acquire star .....
Acquire Earth_ __
Aline experiment

package.

Measurement_ __

Solar power .....
Thrust vector

alinement.

1 min ........

Several deg___
0.3-1 deg .....

Toward Sun ....

Toward star ....
Toward vertical_

0.2deg/sec ..................................... Zero yaw angle__

0.5deg .......................................................
Several deg ...................................................
Several deg ......................................................

1 see-several
deg.

0.1 see.
0.1-several

deg.
1-several deg.
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the other hand, the vertical orientation or the

heading of the vehicle or some of its parts may
not have to be controlled closer than to within

a few degrees.

An abbreviated list of the missions calling

for these operations is given in table 31-II. Im-

portant limitations on the designs can be found

under the headings: expected "lifetimes" and
date of "flint launch." The nearness of the

times shown by the launch dates listed implies

that the control systems are to be designed using

available techniques and available or nearly
available equipment.

It is not our purpose today to give detailed

descriptions of the operations required of space
vehicles or of the environmental factors in-

fluencing control system design nor to give de-

tails of the means of securing a desired control.

We will touch upon them as needed, but they

are considered more completely in the refer-

ences (refs.!, 2, and 3). Rather, this paper in-
tends to point out some of the limitations im-

posed by the present state of the art upon some

current control system designs and to indicate

the trend .being followed in the removal of these
limitations.

TABLE 31-II.--)llissions and Orbits o] Selected Satellites

Vehicle

Syncom ....

Tiros ......

Nimbus ....

OSO I' ....

POGO 2....

EGO a .....

OAO_ .....

Mission

Communica-

tions.

Meteorology_ _

Meteorology_ _

Scientific .....

Scientific .....

Scientific .....

Scientific .....

Launch

1963 ........

Apr. 1960 ....

1963 .........

Mar. 1962 ....

1963 .........

1963 .........

1964 .........

Life
(Months)

3

6

6

12

12

12

Attitude

Inertial ......

Inertial ......

Vertical ......

Solar .........

Vertical ......

Vertical ......

Celestial .....

Altitude (Nau-
tical miles)

19,000

400

600

300

200-600

150-60, 000

400

Inclination
(Degrees)

33

Weight
(Pounds)

73

48 280

80. 5 650

33 450

33 950-1,500

33 950-1,500

33 3,300

I Orbiting Solar Observatory.
3 Polar Orbiting Geophy_cal Observatory.

Eccentric Orbiting Geophysical Observatory.
i Orbiting Astronomical Observatory.

GENERAL DESCRIPTION OF ATTITUDE CONTROL

SYSTEMS

Figure 31-1 summarizes the structure of a

vehicle attitude control system. The system is

seen to consist of a vehicle, of an evaluation of

its performance relative to a reference behawior,

and of control. The evaluation portion of the

system embraces sensors of vehicle behavior, a

EVALUATION -

CONTNOL
_EFERENCE

COMPARATOR

AND

COMMAND
_ FORMULATION

-_-= }

SOMt
AND

CONTROL LOGIC

ACTUATORI _i

FIGURE 31--1. Attitude control system elements.

comparison with a reference behavior, and an

interpretation of discrepancies in terms that are
usable by the vehicle. The control portion of

the system operates on this information formu-

lating some law by which to govern the next
behavior of the vehicle.

The elements constituting each portion are as

varied as the functions to be performed. In the

evaluation portion, the sensor might be a solar

eye giving a voltage output that varies over a

certain range, depending on the direction be-

tween it and the Sun. If the dew-ice is designed

to have no output when it. is pointing toward
the Sun, then the reference and comparator are

built into the device and the output is assumed

to form a command signal. Depending on its

purpose and design, such a device may give an
indication of the direction to the Sun with an

accuracy on the order of degrees or seconds of
arc.

Another example is furnished by a rate gyro

used to provide yaw information in vertically
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oriented vehicles. If the vehicle maintains its

vertical attitude, then it turns at the rate of one
revolution per orbit. The gyro is arranged to
measure the rate at which the vehicle rolls about

its flight direction or a component of the orbital
rate if it yaws about the vertical. If the roll
rate is kept zero in some fashion, the gyro volt-
age output is proportional to the yaw angle. In
this example again the reference is implied by
the zero of the gyro output signal. Nonzero
values are used as commands to the vehicle con-

troller. This arrangement, which is likely to be

used together with a horizon sensor to furnish
an indication of roll, is not very sensitive but
can be used to keep the yaw angle to within a
degree or so of zero.

A pair of star trackers can be used to provide
commands that are sufficient to stabilize a ve-

hicle to less than half a minute of arc. These

small telescopes closely track a star independ-

ently of the motion of the vehicle. The angles
between the telescope axes and the vehicle are

measured then compared with stored reference
angles. The differences are processed according
to the geometry established by the star trackers
and the vehicle to indicate the position error of
the vehicle. These calculated errors then act as
commands for the controller.

Commands undergo a certain amount of proc-
essing-which will be considered later before

driving the actuators. The actuators, the mus-
cles by which the desired torque is exerted on
the vehicle, are usually of two types: momentum
removal and momentum exchange.

Momentum exchange devices are exemplified
by reaction wheels which, in being driven, react
on the vehicle in a direction opposite to that in
which they are speeding up. By their turning
they absorb the momentum of the vehicle which

is turning in an undesired way. Reaction
wheels are advantageous when accuracy of atti-
tude control is desired, when disturbances of the
vehicle are largely oscillatory, and when a rela-

tively long lifetime is required.
Momentum removal devices eject matter from

the vehicle, the reaction to the ejection torqu-
ing the vehicle. A jet of compressed nitrogen
exhausted through a nozzle is an example of a
momentum removal device. Jets which have a

higher torque capability than wheels are used
to stop initial tumbling of vehicles. They are
used also to dump the momentum stored in re-
action wheels which are approaching their speed
limits. Since they have the disadvantage of
using up fuel whereas reaction wheels can ob-
tain power from the Sun, jets are not generally
suitable at present as prime acttmtors on long-

lived missions. They are appropriate for inter-
planetary trips, however, where the vehicle dis-
turbances are not oscillatory.

Vehicle disturbances are unwanted torques
superposed on the vehicle in addition to the

torque exerted by the actuator. Examples rep-
resentative of disturbances for such vehicles as
Nimbus or the OAO are shown in Table 31-III.

Some torques arise internally from the vehicle's
own dynamics or from motion of its parts.
Others are due to environment--solar radiation

pressure, micrometeoritic bombardment, the
Earth's atmosphere, or, as indicated on the
table, the gradient of the Earth's gravity field

or the geomagnetic field.
The predictable torques among those on this

list, particularly those from the gravity gradi-
ent or the geomagnetic field, may not always be
unwanted. They can be used directly or indi-
rectly together with actuators for vehicle
stabilization.

TABL_ 31-III.-- Typical Attitude Disturbance Torques

Magnitude

Vertically
Oriented

Vehicles

Inertially

Oriented

Vehicles

Torque in roll due to yaw angular velocity ...........

Torque in roll due to roll angle .....................

Torque in pitch due to orbit eccentricity ............

Torque in pitch or roll due to gravity gradient .......

Torque due to gravity gradient ....................

Torque due to magnetic field ......................

50 dyne cm./deg./hr.

200 dyne cm./deg.

200 dyne cm.

500 dyne cm./deg.

2,500 dyne cm.

2,500 dyne cm.
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PRESENT STATUS OF ATTITUDE CONTROL

SYSTEMS

Evaluation

The previous remarks were made to give a

general idea of the structure of a space vehicle

attitude control system and of some of its func-

tions. The expected lifetimes and the short

lead time called for in designing and building

satellites, in forcing the designer to use the

simple methods and reliable equipment that is

either already on h,'md or to be available very

shortly, have necessitated some solutions which

fall short of a designer's ideal. Examples of

compromises in performance or flexibility due

to the realities of present capability can be

found in those parts of the control system

labeled "evaluation" in figure 31-1. Com-

promises are made sometimes because of the

]imitations of available sensors, and at other

times to avoid performing complicated calcula-
tions on board the vehicle.

Consider the common problem of keeping one
axis of a vehicle vertical and another in the

orbit plane, that is, with zero yaw angle. For

a hypothetical mission calling for great preci-

sion in maintaining this attitude, the very first

step in design requires that. distinctions be made

between lmssible interpretations in these ref-

erences. After all, the so-called orbit plane is

almost always only a useful fiction, and gravi-

tational and geometric verticals need not co-

incide. Suppose for the example, however,

that a geometric vertical is desired and that a
vehicle reference axis in the local horizontal

plane has zero yaw if it has no angular rate

component along it. Then the figure of the
Earth and orbit inclination set fundamental

limits to the position and rate of the vehicle's

vertical attitude. In practice, however, noise

from a horizon sensor limits accuracy. The

noise might arise from predictable sources, such

as the Sun on the horizon, or from less predict-

able sources, such as cold clouds the existence

of which took flight experience to discover, or

from the basic limitation imposed by the tem-

perature of the sensor. Whatever the source

of noise, means can be devised to circumvent it

or to improve the signal accuracy. The sensor

can be redesigned, estimators and predictors

AND NAVIGATION

can he formulated to operate on the signal, or

a new type of sensor may be used. If the mis-
sion is to be flown in the next six months or so,

however, these problems cannot be gone into,

and the mission cannot expect a better position

accuracy than that of one or two degrees.

Similar remarks apply to the measurement

and control of the yaw angle. Difficulties here

are associated with uncertainties not only in
the threshold of the measurement but also in the

operations used to determine that. a nonzero

signal is caused by yaw. In this case, too, op-
timal estimations will improve the resulting

commands. But the necessary methods are not

sufficiently developed to be currently employed.

Missions in the near future cannot expect yaw

control of higher precision than the order of

one degree.

Methods not only of implementing the re-

sults of decision and optimal estimation theory

but also of computing command equations must

be improved before they can be employed on

board a vehicle. There are instances among

current vehicles that require some operations

to be performed on the ground in order to avoid

the currently undesirable task of computing

variable command equations on board.

The command equations used to evaluate the

performance of a vehicle in order to comrol it

are generally determined by the geometry of the

situation. Since the equations are often non-

linear, they must normally be simplified and

approximated before they can be used. The

extent to which the stable range of system op-

erating errors depends on approximations in

commands is a fundamental control problem

about which there is little knowledge. Much

experience, however, has shown that. the ap-

proximations used in the equations are critically

important to the stability of the whole control

system. In the case of one vehicle, whose at-

titude dmnges are sensed by a number of star

trackers, very approximate but simple com-

mand equations are mechanized on the vehicle.

Then every significant change in commanded

attitude is checked by a computation on the

ground to determine whether the system will
be stable with the vehicle in the new attitude.

The great, degree of approximation used in

command equations will be reduced as comput-
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ers designed for spac_ vehicle operation become
available. Improvements that will let com-

puters be designed into a system with confidence
in their long-term operation and minimum
complications in other operations of the vehicle
will be of great value in increasing the flexi-

bility and precision of a number of attitude
control systems.

Control

Except for the development of such new
instruments as horizon and solar sensors, the

evaluation portion of space vehicle control sys-
tems has not progressed beyond the older tech-

nology for aircraft. Greater change has oc-
curred in the control portion of the system.
The greatest change here has been an increas-
ing dependence on nonlinear analysis and de-

sign and the employment of increasingly sophis-
ticated and effective control logic.

The central design problem in control sys-
tems used to be selecting compensation for com-
mand signals which were typically position

error signals lineraly dependent on the vehicle's
behavior. The problem was to select such pro-
pertionality factors and judicious aznounts of
derivative and integral functions of the error
that the over-all system behavior became not
only stable but in some sense fast. Effort was
expended in securing linear performance from
each element of the system not so much because
linear elements behaved so well as because their

behavior could be predicted so well. Although

the virtues of relay and other nonlinear systems
were recognized by some theorists and experi-
menters, nonlinear techniques were seldom used
or needed.

The control design problem in satellites is one
of conserving power rather than of securing

speed. Whereas linear systems expend power
continuously, pulse systems do not. Use of jet

pulses to control the attitude of space vehicles,
however, forces the designer to apply nonlinear
techniques in the system analysis and mechani-
zation. The position error of the vehicle is no
longer continuously forced toward zer% but os-

cillates in a limit cycle, a naive sketch of which
is shown in figure 31-2.

In this figure, position error and error rate--
the time derivative being designated by the dot

ATTITUDE CONTROL

FIGURF_ 31-2.--Idealized vehicle limit cycle behavior.

above the letter--are used as abscissa and ordi-

nate. The error increases at a constant rate

until a certain value when gas is ejected. The
gas impels the vehicle to move with a rate of

the opposite sign. The error then decreases
until it is again of a certain size. Another pulse
of gas returns the vehicle to its initial motion.

It is clear from the diagram that to conserve
fuel, the time between pulses should be as long
as possible. Some logic schemes strive to stretch
the oscillation period by modulating pulse mag-

nitudes by noting the time between pulses.
Others--for inertially oriented vehicles--rather
than estimate the time between various errors,

use vehicle rates computed by derivative net-
works. It is even possible to devise schemes
that, in effect, remember and use ambient fields

to increase the time between pulses.

Partly the necessity of using nonlinear error

signals and partly experience with jet: controls
have given an impetus to design equivalent logic
schemes for use with reaction wheels. Reaction

wheels can be built, as linear devices that de-

pend linearly on speed. To obtain most mo-

mentum storage, however, while keeping a uni-
form torque capability, nonlinear reaction wheel

characteristics which are independent of speed

over part of the operating range have been
found useful. Since such wheels behave like

pulse jets, the same sort of control logic used

for jets has been applied to them.

CONCLUDING REMARKS

This paper has presented a brief view of the

present state of the art of space vehicle attitude
control. The status revealed was biased to-

ward the limitations in current systems in order

to point out the trends of future development.
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As selective as the paper has been, it ought not

be closed without having indicated the back-

gTound knowledge needed by a person wishing
to work ill this field.

But a few years ago the tools of the control

systems specialist consisted of a knowledge of
differential equations, some transform theory,

linear network analysis and synthesis, geomet ry

and kinematics, and a knowledge of the prop-
erties of transducers. But the field of control

theory has been infllsed with a new viewpoint

and a number of new ideas. Now to exploit

the theories of optimal estimation, optimal con-

trol, adaptive control, and dynamic program-

ming, to amplify the ideas of pattern recog-

nition, or to investigate the topological ap-

proaches to stability theory, much mathematics

new to the control specialist is required.

Knowledge of information theory, game theory,

statistical decision theory, of linear spaces and
nonlinear differential equations, of integral

equations and variational calculus is becoming

increasingly important.
An increase in breadth of mathematical

background seems to be a requirement common

to all technical endeavors these days. Yet

mathematical capability is not nearly all that is

needed today in the design of control systems on

the basis of modern theory. Adaptive systems,

optimal control systems of all sorts, even the

more traditional approaches when applied to

the more complex situations, all call for digital

computers on board the spacecraft. The design

of these devices is very promising right now.

But their use may well prove to be a crutch to

systems and components designers. To the ex-

tent that we look forward to the growth in num-

bers and capabilities of control theorists, we also

look forward to finding gifted experimenters

with the ingenuity to devise equipment that will

accomplish passively some of those things that

we tend now to rely on computers to accomplish.
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INTRODUCTION

This paper will examine some research and

development efforts on advanced spacecraft

guidance and control components and systems.

Some of the difficulties encountered in system

design due to neglecting characteristics of real
hardware are noted as well as the constraints

imposed on component development when tied

to space programs. The unique position of the
universities to make contributions to this field

are also discussed.

EQUIPMENT RESEARCH AND DEVELOPMENT
FOR THE NASA

Research on navigation, guidance, and con-

trol equipment used on NASA spacecraft is

carried on by many organizations. Advanced

spacecraft equipment is based on the results of

the research by the following:
1. Research at NASA research centers.

2. Research at NASA space flight centers.

8. Industry-sponsored research and develop-
ment.

4. NASA contracts and grants.

5. Major space vehicle projects.

6. Department of Defense, universities, etc.

Each of these organizations operates with

somewhat different immediate objectives and

constraints ; nevertheless, they all have the same

ultimate goal of improving the state of the art.

The in-house programs of the NASA Research

387

Centers, such as Ames and Langley, are con-

cerned primarily with the advanced techniques

needed for both present and future space

projects. In general, these studies are not
directed toward hardware development, partic-

ularly flight hardware, but rather are

concerned with the study of new concepts. An

important by-product of this research effort is

the development of in-house groups with suffi-

cient knowledge of the state of the art to intelli-

gently judge contractors' proposals and

subsequent development work. The efforts of

the NASA space flight centers, such as Goddard

and Marshall, are similar to the research cen-

ters; however, a much larger proportion of

their effort is directed toward solving problems

of immediate concern to existing programs.

Industry-sponsored programs are very

valuable, particularly in the component area.

Programs supported by the NASA Office of

Advanced Research and Technology provide
a wide base for research and development in

all of the space technology fields. Their con-

tract program is particularly useful for ex-

ploiting new concepts proposed by industry.

The NASA university program, which c_)nsists

primarily of research grants, also provides an
excellent source of research talent.

Major space vehicle projects such as the

Orbiting Astronomical Observatory and the

Apollo program provide a large pol_ion of the

funds spent on equipment research and de-
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velopment. By the nature of these flight proj-

ects, the emphasis is on hardware development;
however, advanced concepts of these vehicles
require a significant effort in applied research.

NASA RESEARCH CENTER PROGRAMS

The magnitude of NASA in-house research
is considerably smaller than that accomplished
under contract; nevertheless, it constitutes an

important segment of the over-all program be-
cause of its advanced nature, and also because

it provides the continuation of an in-house com-
petence to judge proposals soliciting NASA
support.

A typical NASA Research Center program
concerned with real hardware systems is repre-
sented by the work of the Guidance Systems
Components Branch at the Ames Research Cen-
ter. The activities of this group are representa-
tive of an effort to combine theory with the
practical in the development of guidance and
control components. Figure 32-1 outli_es this
group's work in three areas. The Navigation

System is defined as that portion of the equip-
ment concerned with determining the vehicle
flight path, Guidance Systems relate to items
which provide information for the control of

the flight path, and Control Systems cover
those sub-systems which actually move the
space vehicle. The list in these three categories

is certainly not. all-inclusiv% but does represent
the type of work needed for today's spacecraft

equipment. It is instructive to go over several
of the items in some detail to illustrate the

scope of the research.

NAVIGATION SYSTEMS

--_-- NAVIGAT10_t SYSTEMS

l '_ELE'qlSION RAblO ATTI+UDE
"I'ECHNiQUES AND

RADAR
NAVIGATION

INSTRUMENTS

GUIDANCE SYSTEMS

AUTO_tATtC INERTIAL ON-BOARD
TRACKERS REFERENCES COMPUTERS

NAVIGATION, GUIDANCE AND CONTROL RESEARCH

'i
CONTROL SYSTEMS --

PILOT
CONTROL CONTROLS_

_o_m_ 32-1.--Examples of equipment research.

bearings will be obtained by viewing the vehicle
against a background of stars with known posi-
tions. The angular bearings to the stars and
the angular difference from a star to the vehicle
will be introduced into the computer. The ma-

jor problems are detecting the vehicle optically
at long range and obtaining the precise differ-
ence of bearings between the stars and the
vehicle.

An interesting side issue being investigated
is the compensation for the image motion which
is due to atmospheric turbulence. Since TV

images are in an electrical form they are sub-
ject to various types of filtering. There is some
possibility that optimal filtering techniques can
improve the resolution of astronomical pictures
taken from Earth-based telescopes.

The navigation instrument studies noted on

figure 32-2 are concerned with the on-board
instruments used for midcourse guidance. Spe-

cial sextants are being developed which will be
capable of determining the angle between guide
stars and the Moon or Earth or other planets
to a few seconds of arc.

Figure 32-2 gives a breakdown of the _-
search program on navigation equipment. As
an example of this work, one group is devoting
considerable effort to investigating the uses of
TV in space and has procured a special low-

light-level, image-orthicon, closed-circuit TV
system for research on space vehicle position

determination. One of the objectives of this

program is to obtain precise angular bearings
of a space vehicle in a real-time digital form

suitable for direct introduction into a digital

computer for determining flight path. The

NAVIGATION SYSTEMS

i
TELEVISION TECHNIQUE I RADIO A_D RADAR

-- SPACECRAFT POSITION t GROUND INFORMATION

TVREMOTE CONTROL _D _T

__ ON-BOARD TV

_MAGE TUBE TECHNOLOGY

NAVIGATION INSTRUMENTS

MANUAL SEXTANTS-

= AUTOMATIC SEXTANTS
AUTOMATIC THEODOLITES

-- PHOTO TECHNIQUES

l_aE 32--2. Navigation equipment research
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Radio and radar systems also are important

because they can be used to contribute position

and velocity information to either ground-

based or on-board navigation systems.

Figure 32-3 shows the research television

systems used in the vehicle tracking studies.
The TV camera is mounted at the focal plane

of a 19-inch cassegrainian reflector telescope.

GUIDANCE SYSTEMS

Figure 324 lists the studies related to ve-

hicle guidance equipment. An example of the

work in progress in this area is the effort di-

rected toward improving star trackers. Most

star trackers used in the past have utilized me-

chanical methods for scanning the star image

to generate the error signals needed to drive the

self-tracking telescope so as to remain centered

on the target star. Two scan methods are shown
on figure 39,-5. The mechanical scan method

has limited lifetime, requires considerable

power, and has other undesirable character-

istics. Ames has been studying the use of the

image-dissector type detector as a suitable re-

placement for the mechanical scan. The image

dissector is a photomultipller tube with a front

electronic imaging and deflection section suit-

able for electronic scanning. A particularly in-

teresting scheme uses special reticles at the tube

aperture.

Inertial references indicated on figure 32-4

can be used for guidance during several por-
tions of a space mission. Present studies are

concerned with both improving the equipment

performance and investigating the effects of
equipment errors on vehicle performance dur-

ing a lunar mission.

Digital computers are an essential part of

the on-board equipment for long-range mis-

sions. The many calculations needed for mid-

course guidance can be accomplished only with

a digital computer. Typical guidance com-

puter studies are related to the problems of in-

tegrating the computer into the guidance

system, developing guidance equations, and

establishing self-checking computer procedures.

CONTROL SYSTEMS

Figure 32-6 itemizes certain control system

equipment studies at Ames. An exampla of

FJGUaE 32-3.--Television and telescope research
installation.
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,l_o_ 32_._uidanee equipment research.

!

FIOURE 32_5.--Star tracker scan methods.

these studies is given by a current investigation

of a twin-gyro attitude-control system. This

control system utilizes two gyros mounted on

the same frame but their rotors spin in opposite
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I_G_aE 32-7.--Twin gyro controller.

l_o_ 32-8.--Twin gyro controller experimental

apparatue.

directions. These gyros are illustrated on fig-

ure 32-7. For torquing a space vehicle, the

gyro gimbals are commanded to turn in oppo-
site directions. The resulting precessional

torques from the two gyros combine to react on
the vehicle about the desired axis but cancel

each other's cross-coupling torque about the
other axis.

CONTROL, GUIDANCE, AND NAVIGATION

Figure 39.-8 shows the experimental equip-

ment associated with this study. The vehicle

inertia and the torque-free environment of

space are simulated by the large structure
mounted on a low-friction air bearing. The

pilot's seat is at one end of the structure. Three

sets of special twin-gyro controllers are
mounted on the frame in such a manner as to

torque the frame about each of three orthogonal

axes. Error signals for control are provided

by a set of star trackers. The resulting stabili-

zation system has demonstrated high dynamic

performance as well as stabilizing the structure
to better than 1/_ second of arc.

Inertia Wheels, magnetic torquers, gas and

vapor jets have been studied in addition to the

gyro control system described. Each has ad-

vantages and disadvantages which affect their

compatibility with any particular mission.

One of the objects of the studies is to define

more clearly the component characteristics as an

aid in choosing the optimum control method.

The pilot control studies indicated on figure

32-6 are concerned with improving the display

of guidance and control information to the

astronaut and optimizing his method of con-

trolling the vehicle. A particularly interesting

device under investigation is a solid-state elec-

troluminescent panel suitable for displaying

the digital computer output to the astronaut.

This display consists of thin electroluminescent

wafers arranged in a vertical stack. The com-

puter output can be coded so as to illuminate

the wafer whose vertical position represent._

the magnitude of a number. Furthermore, all
the wafers below can be made to illuminate

automatically so that the display is similar to

that of a thermometer. The advantages are

almost instantaneous time response and no mov-

ing parts.

NECESSITY OF WORKING WITH REAL

HARDWARE

The previous discussion has outlined portions
of a research center program on guidance and

control equipment. It would be appropriate

at this point to mention some precautions which

must be taken in the application of this type

of work. For example, care must be exercised

to assure that the validity of conclusions or
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concepts arrived at in analytical studies are

proved by sufficient tests with hardware. An

example of the need for such tests was demon-

strated during an Ames investigation of an

alternate control system proposed for an Earth-

pointing weather satellite. The stabilization

system of this satellite was required to main-

tain one axis pointing toward the center of the

Earth and another orthogonal axis pointing
along the orbital path in order to scan the

Earth's surface properly. Figure 32-9 is an
artist's sketch of this satellite. Suitable error

signals to control the axis to be pointed at the

Earth's center (pitch and roll) can be obtained

with a horizon scanner type of instrument, as

illustrated by the figure. Unfortunately, there

is no simple and direct method for generating

the error signals needed to control the heading

along the orbital path (yaw control). One

indirect method is "gyro compassing" which

uses a rate gyro mounted with its sensitive, or
input axis, alined with the vehicle roll axis so

as to detect a component of orbital rate when

the vehicle yaws away from the correct head-

ing. This use of a gyro, unfortunately, also

results in an undesirable signal whenever the

vehicle rolls. An analytical study indicated

that the undesirable roll signal, in principle,

could be canceled by proper circuits since roll
information is available from the horizon scan-

ner. A diagram of the proposed system is

shown on figure 39,-10. As illustrated, the gyro

generates a signal composed of a component

equal to the product of orbital rate and yaw
angle, _o_, and a component equal to the roll

rate _o. Only the yaw signal is desired. The

horizon scanner generates roll position infor-

mation which can be converted approximately

into roll rate by the network shown. If ap

propriate gains are used, the roll-rate signal

generated by the horizon scanner can be sub-

tracted from other gyro signal leaving only the

desired yaw-angle component. Such a system
was studied on an analog computer which indi-

cated the system performance to be satisfactory..

Nevertheless, in view of other experience with

cancellation techniques, it was decided to fur-

ther check the method by using the same analog

computer to simulate most of the system but to

use a real horizon scanner for providing the

HORIZON
SCANNER

EARTH

I_0V_E 32--9.--Horizon _anner control.

FIo_-aE 32-10.--Block diagram of yaw control scheme.

PmvaE 32-11.--Rate table and horizon scanner

apparatus.

error signals. This was accomplished by driv-

ing a precision rate table from the analog com-

puter and mounting the horizon scanner on the

rate table to "look" at a circular hot plate simu-

lating the Earth as shown in figure 32-11. The
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results were now considerably different, since
the real horizon scanner had sufficient noise in

its output to make the cancellation technique
unworkable.

DIFFICULTIES ASSOCIATED WITH REAL

HARDWARE

In actual space-vehicle project work it is dif-

ficult to investigate radically new concepts for

guidance and control equipment. Although

the vehicle mission may involve extremely ad-

vanced space experiments or explorations, the

vehicles themselves must be as reliable as pos-

sible. Consequently, when component devel-

opment is tied to a particular project, several

constraints are immediately imposed. These
are outlined below :

1. Project time schedule.

2. "Tried and true" concept.

3. Major system design restrictions.

4. Limited freedom for subsystem designers.

The listed constraints are the consequence of

the necessity of developing reliable vehicles

and associated systems for navigation, guidance,
and control in as short a time as practicable.

The people responsible for these programs

would like to use the latest or most promising

new techniques but. the harsh realities do not

allow this luxury.

Considering then the restraints in order, the
first limits the time allowable for development

and, consequently, severely restricts any inves-

tigation of promising but speculative new tech-
niques. In a similar fashion, the second item

states that, insofar as possible, only proven

techniques be used. The reason underlying this

constraint is that space vehicles have minimum

redundancy so if any of the many one of a kind

components fail, the entire mission is lost.

Consequently, both the NASA and the contrac-

tors must insist on proven techniques whenever

possible. The third constraint results from the

AHD NAVIGATION

need to choose an over-all system to meet the

operational requirements of the vehicle. In

the process, the performance and configuration

of subsystem components, such as star trackers,

may be specified within rather narrow limits.
The final constraint reflects the subcontractor's

dilemma. In spite of his desire to develop the

ultimate in component performance, he is faced
with two factors: a short time schedule and a

detailed knowledge of how he built his last

component. The tendency, therefore, is to up-

date old designs to meet new requirements.

These project constraints emphasize the neces-

sity of conducting advanced research away from

the pressures of project development. Within

the NASA the research centers provide this
function and jt is for this reason that the Cen-

ters concentrate on advanced techniques rather

than hardware development. Furthermore,

this project development situation has a bear-

ing on the universities _ role in the space research
effort. Since the universities are not under

such constraints, a splendid opportunity is pro-

vided for _hem to contribute radically new con-

cepts to the guidance and control equipment

area. For example, decisions to investigate new

and exotic but speculative concepts do not have

to be weighed against the consequence of failure.

As a result_ an a_mosphere conducive to the ex-

ploration of new ideas can prevail.

SUMMARY

Typical research programs on guidance and

control equipment have been discussed. Some

of the hardware difficulties and project con-

straints have been outlined. It appears that the

universities are in an excellent position because

of _heir wide choice of research talent and lack

of constraints inherent in funded space pro-

g-rams to make major contributions toward ad-

vancing the state of the art.
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